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Project goal and timelines

PDC neededto provide computing needs of HL-LHC,
which are expectedto be ten times higher than today

PDC hosts servers for physics data processing and
“business continuity / disasterrecovery” infrastructure

Cérémonie de pose de la premiere pierre
Centre de données du CERN a Prévessin

MDC (Meyrin Data Centre) will continue to run in :
parallel, with a particular focus on data storage . 51 s i

Project approved Contract signed Construction Commissioning Commissioning Operation and
at CERN Finance with EQUANS starts completed certificate maintenance
Committee signed phase




Organization and roles

The approach has beenfor a turn-key DC solution:
— Based on functional specifications
— Including 10-years operationand maintenance

The projectfollows the FIDIC Gold Book standard for
projectdesign, build and operation

CERN specificexceptions to the above:

— EN-EL is responsible forthe provision and
maintenance of the HV systems

— EN-AA is responsible forthe operation and
maintenance of the safety systems (smoke detection
and evacuation, video surveillance and access control)
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Architecture overview

Total power of 12 MW:
— 4 MW per floor
— 1stphase (now) has 2" flooronly
— 2"d phase (HL-LHC) will add 1stfloor
— 3 phase will add ground floor

Total of 6 IT rooms:
— 2 perfloor

— 2 MW perroom Ground print of 2,250 m2:
— 70m*37m* 19m _
90 racks perITroom: Located in front of the CERN
— 78 serverracks Control Centre (CCC)

Total surface of 6,400 m2;
— 2,100 m2forITrooms

— 12 network racks




IT rooms (1)

Each room contains:

— 1 network pod (center)

— 4 server pods

Pods are powered by two separate

feeds:
— 1 without UPS
(25kW/rack)

— 1 with partial UPS coverage

(20%, 12kW/rack)
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UPS covers for micro-cuts ( <~ 15 seconds)

Afterthat, covers only for clean automated shutdown of
connected capacity

— UPS is not designedto cover for extended outages! —




IT rooms (2)

Rear view of a rack:
— Hot airinside pod
— 1 PDU per feed
— IPMI (green)

— Data (white)

-

Front of servers facing outside pod t




Cooling and heat recovery (1)

For 1stphase: 4 * 2 MW Jaeggidry coolers on the roof

Adiabatic dry-coolers
(N+1 redundacy)

— N+1 redundancy
Cold water
— 1 fortechnical areas (non-IT rooms) @
For each new phase: (T Rooms
— 2* 2 MW additional dry coolers to be installed
— All piping work already done
et
Starting from 20°C outside temperature: catng Pl :
g . . . p . . (sel—;:ar;tegbzlildiLg] Hot water e Hot water
— Dry coolers in adiabatic mode with water recycling 310) @10

to improve WUE

— PDC designedfor a PUE targetof 1.1 (max 1.15 contractually) <




Cooling and heat recovery (2)

One 2MW dry-cooler on a truck

Two 2MW dry-coolers on the roof




Cooling and heat recovery (3)

Each ITroomis equipped with large fan-walls:
— 5 *500kW fan-walls made by Schneider

— fan-walls operate in N+1 redundancy
mode

— largest fan-walls in Europe

—
Air circulates in a closed loop > —
: F.a:cnwntall
) heat
Inlet temperature: g = =
— 25°C on average 5 ;

— can go up to 32°Cin hot periods

Air-flow in the IT rooms (lateral view)

Plenum




Cooling and heat recovery (4)

One half-fan module being moved

Fan walls being installed




Cooling and heat recovery (5)

Hot water from IT rooms arrive in the heat
recoveryroom

For 1stphase, 3AMW will be transferred to the
heating plant via 2 * 1.5 MW water/water heat
exchangers

For 2" phase, 4AMW in total will be transferred to
the heating plant via one additional water/water
heat exchanger of 1MW

This recuperated energy will heat the buildings on
the CERN Prévessinsite




Monitoring dashboard of one IT room

PDC ITROOM 05 (0775-2-0001): Power

EBD1/BCC (TGBT.54) 396.2 kW
EBD2/BCC (TGBT.5B) 402.6 kW

EOD1/BCC (TGO.5A) 22.8 kW

Total 821.5 kW

EBD1/BCC (TGBT.5A)

EBD2/BCC (TGBT.58)

0 kW

03/18, 20:00 0319, 00:00 03/19, 04:00 03/19, 08:00 03/19, 12:00

EOD1/BCC (TGO.5A) 03/17, 16:00 03/17, 20:00 03/18, 00:00 03/18, 04:00 03/18, 08:00 03/18, 12:00 03/18, 16:00
Name y
Total EOD1/BGC (TGO.54) Power 230KkW  254kW  213KkW
EBD1/BCC (TGBT.5A) Power 9 306 KW 402KW 387 kW
EBD2/BCC (TGBT.5B) Power 403KW  408KW 303 KW
EOD1/BCC (TGO.54) Apparent Power 243KkVA  245KVA 268kVA 230 kVA
EBD1/BCC (TGBT.5A) Apparent Power 402kVA  AO1KVA  407KVA 392 kVA
EBD2/BCC (TGBT.5B) Apparent Power 405KVA  404KVA  410KVA 395 kVA

03/18,12:00 03/18,15:00 03/18,18:00 03/18,21:00 03/18,00:00 03/19,03:00 03/19,06:00 03/19,09:00 03/19, 12:00

Total POD Power 773.6 kKW 03/17,15:00 03/17,18:00 03/17,21:00 03/18,00:00 03/18,03:00 03/18,06:00 0318, 09:00
== Total POD Power TISKW FI3KW 785 KW 755 kW

POD A PODB POD N POD C POD D

Right Left Total Right Left Total Right Left Total Right Left Total Right

1948 kW ~—3853«kW— 200.5kw 186.4 kw 34+6kw— 155.2 kw

Left Total g
227kwW 2324w - 5457w 7743w ~Addew-~—~ 6257 W 1216W— 121kW— 0.0 KW

CERN The new PDC at CERN
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Conclusion

PDC to provide computing capacity for HL-LHC:
— 1stphase is 4 MW, 2" phase is 8 MW and 3" phase is 12 MW
— Turn-key solution with a 10-years operations and maintenance included

Project carried out on-timewith a particular focus onenergy efficiency (1.1 < PUE < 1.15)
4MW of energy recuperated to heat CERN buildings on the Prévessinsite

PDC powered by two separate power feeds
— One without UPS
— One with 20% on UPS coverage

— Technical building, unfortunately no visits are possible—
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