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Speakers
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● Platform engineer, responsible for hosting infrastructure of 

CERN Java applications

● Part of CTO openlab team

● Lead, Platforms Infrastructure

● CNCF Technical Oversight Committee (TOC) + Technical 

Advisory Board (TAB)



  

What is Kubernetes and CNCF
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Kubernetes: is an open-source orchestration system for automating 
deployment, scaling, and management of containerized applications

Cloud Native Computing Foundation (CNCF): is the open source, 
vendor-neutral hub of cloud native computing, hosting projects like 
Kubernetes and Prometheus to make cloud native universal and 
sustainable.



  

Kubernetes history
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Kubernetes turns 10 in 2024
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A decade of Kubernetes: impact
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State of Kubernetes 2023, VMWare Tanzu



  

A decade of Kubernetes: benefits
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State of Kubernetes 2023, VMWare Tanzu



  

Kubernetes @ CERN
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Service launched in 2016

CERN is a CNCF End User since 2020

Large and growing number of services on the platform
● EDH, Phonebook, EDMS, SSO infrastructure
● CERN Library, InspireHEP, HEPData
● GitLab + GitLab CI
● SWAN, Kubeflow/ML, REANA (Reproducible Analysis)
● CMSWeb, Rucio
● ATS / Accelerator Controls (ongoing work)
● And many more 



  

Kubernetes @ CERN
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CNCF Top End User award
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Challenges
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Kubernetes has a steep learning curve
● Starting now is almost difficult* as 

starting in 2016
● CNCF landscape is large and hard 

to navigate
● Multiple tools doing similar things. 

Need for a better way to identify best 
tool for each use case

* Kubernetes is a much more stable and 
mature product than 2016



  

Challenges
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Born for stateless web 
application but running anything

Stateful workloads are possible 
but not easy as stateless

AI at door, the challenge is to 
understand how Kubernetes can 
contribute



  

What in next decade ?
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https://openai.com/research/scaling-kubernetes-to-7500-nodes

https://openai.com/research/scaling-kubernetes-to-7500-nodes
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https://events.linuxfoundation.org/archive/2023/kubecon-cloudnativecon-europe/program/schedule/2023

2022

https://events.linuxfoundation.org/archive/2023/kubecon-cloudnativecon-europe/program/schedule/
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https://events.linuxfoundation.org/kubecon-cloudnativecon-europe/ 2024

https://events.linuxfoundation.org/kubecon-cloudnativecon-europe/
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https://events.linuxfoundation.org/kubecon-cloudnativecon-europe/ 2024

https://events.linuxfoundation.org/kubecon-cloudnativecon-europe/
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https://www.cncf.io/reports/cloud-native-artificial-intelligence-whitepaper/

https://www.cncf.io/reports/cloud-native-artificial-intelligence-whitepaper/


  

Sharing and Efficient Usage of GPU resources

Interactive, Inference
Spiky utilization, day vs night time, 

immediate access

Batch, Training
Sustained utilization, long running, 

queues and priorities

Resource Sharing, Partitioning

Scheduling, Priorities, Pre-emption80%

20%

high low backfill

TIDAL CO-LOCATIONOnline + Offline
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https://kubernetes.io/docs/concepts/scheduling-eviction/dynamic-resource-allocation/

https://kubernetes.io/docs/concepts/scheduling-eviction/dynamic-resource-allocation/
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https://kueue.sigs.k8s.io/docs/overview/

 

https://kueue.sigs.k8s.io/docs/overview/


  

GPU-free LLM Inference

Sustainable Compute
Better Ease of Use and Availability

Proven Performance w/ More Flexibility

Cost Efficient
Up to 80+% lower cost per (Million) token 

(to GPU) 

Kubernetes + Small Parameter LLM
Robust Open Source Ecosystem

Pragmatic Choice

Slide fro
m Ampere

Kubecon Europe 2024



  


