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HEP Software Basics
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e “Software” is used practically Nl &
everywhere in HEP R S
o But here I'll only focus on software used | ’

in “data processing”. Software used for |

controlling the accelerator, detector / gl

hardware, etc. is a different beast OATLAS % _<>
entirely. § -l

v

e The goalis to “do physics”
o Fast and nicely written software is the

means, not the actual goal of the
endeavour.
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Software «— Computing

A, krasznaa@Celeborn:~ > +

find / whatis container query
showVersions show versions of installed software

h1 ~ > asetup Athena,main, late:
USlng Athena/"S 0.2 [cmake] with platform 6. sii-e19- gcel3-opt

t /cvmfs/atlas-nightlies.cern.ch/repo/sw/main_Athena_x86_64-el9-gccl3-opt/2

Un:hanged COOL_ORA_ENABLE_ADAPTIVE_OPT=Y

Jice n]:~ > athena.py --CA AthExCUDA/TrackParticleCalibratorExampleConfig.py
Mon Mar 25 20:30:02 CET 2024

Preloading tcmalloc_minimal.so
Py:AutoConfigFlags  INFO Obtaining metadata of auto-configuration by peeking into '/cvmfs/atlas-nightlies.cern.ch/repo/data/data-art/CampaignInpu
ko

ts/data22/A0D/data22_13p6TeV. 00431906 . physics_Main.merge.AOD.r13928_p5279/1008events . AOD. 30220215. 091367 pool .root .
Py:MetaReader INFO Current mode used: lite

Py:MetaReader INFO Current filen: ['/cvmfs/atlas-nightlies.cern.ch/repo/data/data-art/CampaignInputs/data22/A0D/data22_13p6TeV.60431906.
physics_Main.merge.AOD.r139. p5779/10002vsnt5 AOD.30220215._001367. pool.root.1']

Py:MetaReader INFO MetaReader is called with the parameter "unique_tag_info_values" set to True.

e values from "/TagInfo" key

Py:AODFixCfg INFO No AOD fix scheduled

ApplicationMgr  SUCCESS

This is a workaround to remove all duplicat

Welcome to Appl)cat)on"gr (Gaudl(oresvc v38r0)
running on Celeborn on Mon Mar

ApplicationMgr

INFO Application Manager Configured successfully
CoreDunpsve nd
ck)

T s s T e B R e
AILAS PnoA I Plots orighandi. X+
AthenaEventLoopng
ClassIDSvc ‘monit-grafana.cern.ch;
AthCUDAE!amples TrackParticl! - g——
AthCUDAExamples : : TrackParticl: [RGEERAINY Q
AthCUDAExamples: : TrackParticl
PRERSTY YIRS PSSP SNRY| = 1iome > Dashboards > Other > Plots for BigPanDA monitoring » View panel f
AthCUDAExamples: : TrackParticl
ClassIDSve Slots of Running jobs by Activity @ Last 30 days timeshift -1
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: tAuxVec

C
C
{c

© Last 30 days.

' XAOD: : TrackPar{|
Poolsve 1

150M

o307 o3m o313 o315 o317 o319 o321 03123 03725
min  max avgv curent
182K UsSMI 481K 527K
785K 235K 958K 196K

02126 02128 3o 0303 o305

= MC Simulation Full

= Group Production
— MC Event Generation 201K 191K 885K 255K
- me 205k 1K 593K 100K

= User Analysis ?IK 4K 597K 295K
— MC Simulation Fas o 2uk 200k 16K
— Group Analysis 50 405K 129K 352K
Data Processing o S0k 103K 947
t0_processing o m7K 184K 582

e Even in data processing, we have 2

distinct areas

o “Software” covers all the software written to
perform the data transformations needed
“for physics”

o “Computing” covers all the software
created to allow the first category to
execute on up to millions of CPU cores in
parallel.

e Here | will only cover “software”

o Even though using accelerators in
job/network optimization, and even just
making batch systems “accelerator aware”
is a very important thing on our plates.


https://bigpanda.cern.ch/

Interpreting / processing the data
coming from the LHC detectors takes

many millions of C++ / Python code

o  We use very customized build systems to
allow developers to deal with a small
portion of the software at any given time,
testing its integration with the rest of the
software.

o  This requires highly curated, many GB
development environments to be made
available around the world.

The distribution uses CVMFS

o  Which needs to be able to house the full
SDKs (making licensing a challenge...)



https://cernvm.cern.ch/fs/
https://gitlab.cern.ch/atlas/athena

HEP Data Processing (1)
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HEP Data Processing (2)
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Mostly talking about the
trigger and reconstruction
software today.



Trigger / Reconstruction

ATLf‘S e The goal of this software is to figure out

at <p>=200

what particles, with what exact
properties, left signals in the detector

% 100 . o Alittle similar to “finding the cats” ina CCD
—~ E_ Reconstruction of 2017 pp data, {s=13 TeV 7 g
Pl camera's recorded data %
g 705_ [ high-:run 335302 463 luminosity blocks 1022 o In tr||||0nS Of >100 me aplxel, “3D Camerau
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ElN 3 £ pictures
o o |e “Classical”’ algorithms do this very well in
30
wE TR TR | the ongoing LHC data taking. (Though
- omputing Model - . .
W A e e 8 a0 ATLAS is the only one only using
E v Aggressive R&D "__J"" ] m

g0 Stetaned buet mace ; classical algorithms at this point.)
: . : o  However during the High-Luminosity LHC era
these current algorithms would need too much
CPU power.
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/UpgradeEventDisplays
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ComputingandSoftwarePublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ComputingandSoftwarePublicResults
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2022-005/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2022-005/

Things To Do Right: Event Data Model

A e e / Global rage” of something (non-c

t)
s_interface_Te:

VECMEM_HOST_AND_DEVICE

auto& average() { return BASE: ate get<3>(); }

/ Global "average” of something (const

e Our software uses “rich” data e

<Eigen/Dense:
o Many, well defined properties, in very T / “Indices* of something (ron-cons)
e "DataFormats/soATemplate/interface/SonCommon. h* VECMEM_HOST_AND_DEVICE
ataFor ATemplate/interface/SoALayout auto& indic irn BAS| ate get<a>(); }
rmats/SoATemplate/interface/SoAview. h / "Indice

jagged arrays -
e Our 20+ year old existing software B TP

tends to manage these in ways not D dmm e
suited for accelerators (AoS vs. SoA S

SOA_COLUMN(int32_t, id),
alars: one value for the whole structure

e We need to move this data with a hig

S0A_CoLUMN(Array, flags),
lumns: each matrix element is stored in a separate column

frequency between H-D | el

o M USt be manag eable to C++ data layout portability
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implement/maintain the code that — —
describes all our data types =—y—

[ Datalayout our real

o Note that a single “type” usually requires
BEEED - 16:50 How reflection could help

Speaker: Bernhard Manfred

multiple C++ classes to describe it e ——
m -17:30 Discussion
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https://github.com/cms-sw/cmssw/blob/master/DataFormats/PortableTestObjects/interface/TestSoA.h
https://en.wikipedia.org/wiki/Jagged_array
https://indico.cern.ch/event/1347968/
https://github.com/acts-project/vecmem/blob/main/tests/common/jagged_soa_container.hpp

Things To Do Right: Task Scheduling
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e Not all aspects of our data processing are suited for accelerators

o Any calculation not using an accelerator must be using the available CPU cores efficiently in parallel
with whatever the GPU is doing, maximising the usage of all components

e A number of different solutions are used by the experiments currently
o Built around TBB (for ATLAS and CMS) and ZeroMQ (for ALICE and LHCb)

e But new, hopefully better solutions seem to be on the horizon
o Using Boost::fiber and/or C++ coroutines



https://github.com/oneapi-src/oneTBB
https://zeromq.org/
https://www.boost.org/doc/libs/1_84_0/libs/fiber/doc/html/index.html
https://en.cppreference.com/w/cpp/language/coroutines

Things To Do Right: Algorithms \

namespace traccc: idevice {

/ Implementation of a Fastsv algorithm with the following steps:

/ 1) mix of stochastic and aggressive hooking
/  2) shortcutting
/

/ The implementation corresponds to an adapted versiion of Algorithm 3 of

/ the following paper:
/ https://waw.sciencedirect.com/science/article/pii/s07437
/

/ This array only gets updated at the
/ to prevent race conditions.

/ @param[in] adjc
/ @param[in] adjv
/ @param[in] tid The thread index
/ @param[in] blckpim The block size

/ @param[inout] f

The number of adjacent cells

Vector of adjacent cells

array holding the parent cell ID for
/ iteration.

/ @param[inout] gf  array holding grandparent cell ID fr
/ iteration.

/ @param[in] barrier A generic object for block-wide sync
/
template <typename barrier_t>
TRACCC_DEVICE void fast_sv_1(index_t* f, index_t* gf,
unsigned char adjc[MAX_CELLS_PE
index_t adjv[MAX_CELLS_PER_THRE
nst index_t tid, t index_

barrier_t& barrier) {

ool gf_changed;

do {

gf_changed = false;

for (index_t tst = 0; tst < MAX_CELLS PER THREAD; ++tst) {
t index_t cid = tst * blckbim + tid;

__global_
__launch_bounds_(256,4)

findClus(uint16_t const* _restrict__ id, module id of each pixel
uint16_t const* _restrict__ x, local coordinates of each pixel
uint16_t const* _restrict_y,
1int32_t const* _restrict_ modulestart, // index of the first pixel of each module
4int3z t* _restrict__ nClustersIntodule, // output: number of clusters found in each module
4int3z_t* _restrict__ moduleTd, output: module id of each module
int32_t* _restrict__ clusterId, output: cluster id of each pixel
nt numElements) {

if (blockIdx.x >= modulestart[o])

firstpixel = modulestart[1 + blockidx.x];
thismodulerd = id[firstPixel];
assert(thistoduleld < Maxnumodules);

+ GPy_DEBUG
if (thisModuleId % 100
f (threadIdx.x == 0)

printf("start clusterizer for module %d in block %d\n", thismoduleId, blockIdx.x);

auto first = firstpixel + threadldx.x;

find the index of the first pixel not belonging to this module (or invalid)
__shared__ int msize;
msize = numElements;

syncthreads();

skip threads not associated to an existing pixel
i = first; i < numElements; i += blocknim.x) {
if (id[i] == Invid) // skip invalid pixels
] 1= thismodulerd) {
(amsize, 1);

find the first pixel in a different module

We have a wealth of experience with

writing efficient data processing code
in a single thread

o Even our multi-threaded jobs are built from
single threaded tasks that do independent,
well defined operations

We have been developing novel
algorithms for many years now, that
could take advantage of hundreds of
thousands of threads

o Butlbelieve we are still only at the
beginning of doing this correctly =



https://github.com/acts-project/traccc/blob/main/device/common/include/traccc/clusterization/device/impl/ccl_kernel.ipp
https://github.com/cms-patatrack/pixeltrack-standalone/blob/master/src/cuda/plugin-SiPixelClusterizer/gpuClustering.h

Things To Do Right

HEP software has used machine

learning since a long-long time
o At the same time, the innovations in industry
do present very new opportunities for us

ML/AIl techniques already exist for doing
very complicated operations in the
trigger / reconstruction software of the
experiments

What is missing are efficient algorithm
chains that would “stay on a device”,
interleaving ML/AI inference and
hand-written algorithmic steps

: ML Inference

Host

o p—

o fet—"|

5
Kernel 1

ML
Inference

Device
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Next Generation Triggers

Next Generation HEP Triggers Proposal

CERN CERN - European Organization for Nuclear Research . AI | Of th e p reVI O u Sly h Ig h | Ig hted a reas
7> are pursued by the “Next Generation
Executive Summary Trquel’S” Dl’OleCt

The High Energy Physics (HEP) program at CERN has achieved major breakthroughs in particle physics,

technology, and algorithms, including the discovery of the Higgs boson in 2012. This allowed the W.th t I f d. CERN 1 t r‘t.

validation of compatibility of the theoretical construction behind the Standard Model (SM) of particle O I eX erna u n I ng I IS S a I ng a
physics with the data, but the existing uncertainties leave room for models beyond the SM. With the . . .

experimental collider framework in place, scientific exploration continues to answer questions around 5—yea r R& D p rOJ eCt th at WI II h I re a Ia rg e

the origin of dark matter, the disproportionately low abundance of antimatter and the nature of the

discovered Higgs boson. Hard physics problems aside, much can be gained from improvements to the

data acquisition pipeline allowing for capturing a richer set of collision events, furthering scientific nu m ber Of people, and get a Iarge amou nt

understanding.

The Large Hadron Collider (LHC) consists of a 27 km tunnel where superconducting magnets guide Of accelerator hardwa re

bunches of protons, circulating in opposite directions, which are then caused to collide at experimental

sites (e.g. ATLAS and CMS) at a rate of 40 million times per second. The collision events emit various . . L]
particles, which are tracked through a multitude of radiation-hardened detectors and fed into the L1 . Th e g Oal IS to fl n d n eW WayS fo r u SI n g
trigger system, which needs to reject >99% of the events within 10 microseconds due to detector cache

constraints and available network capacity.

This data is further reduced by >99% in the High-Level Trigger (HLT) to conform to the current event th e Iate St types Of h a rd Wa re I n

analysis and simulation capacity. HEP experimentation is fundamentally stochastic, so without changing
other factors, an increase in data collection throughput would allow for higher confidence in current

.
results while increasing the likelihood of detecting novel particles in the current LHC setup. Furthermore, p ro CeSS I n g d ata fro I I l th e H L_ L H '

this capacity increase is absolutely needed for future LHC upgrades where each collision will have many
more interesting events.

The interpretaton o the LHC dta rlies on theoretical simulatins of arice neractons i the o |f you re a g raduate/ post-d oc, and

Standard Model (SM) and in scenarios of new physics beyond the SM (BSM). The full exploitation of the

immense HL-LHC datasets, and in perspective of the data from Future Colliders, will require radical . .

improvements in the computing strategies of theory calculations, to increase their accuracy while I nte r’ested I n S u Ch d eve I O m e ntS

keeping affordable computing times. A multitude of theoretical tools must be addressed, in a p ]

coordinated effort, to preserve their interoperability and harmonize the overall precision. In addition to

the several ingredients needed to describe the final states of proton collisions, the infrastructure . - ' r. <

developed for the triggers, e.g. the GPU cluster, also supports the advancement of software and Con S I d e r a p plyl n g H -

algorithms for lattice Quantum Field Theory (LQFT) calculations, as a unique approach to control relevant

non-perturbative ingredients. The engagement of LQFT experts would also bring to the trigger 12


https://cern.ch/nextgen-proposal
https://cern.ch/nextgen-proposal
https://cern.ch/nextgen-proposal

Summary

HEP experiments worldwide (and especially at CERN) are implementing support

for accelerators in their software
o  With industry moving to providing computing power primarily in such a form in the future, this is a
must

CERN (experiments) have a rich development program for the following years to
put accelerator usage into production
o  Both on our custom-built clusters, and the Worldwide LHC Computing Grid

Some of this development is difficult to get help with from non-physicists
o But with most of it we can certainly take advantage of industry support! Partnerships through CERN
OpenLab can be of great help for the HL-LHC data taking / analysis.
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