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Computing model – AAComputing model AA
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•Total uninterrupted running time is 11 months
•1200 CPUs running in average over the entire period
•60 sites•60 sites

•Total 15Mio KSI2K hours
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WLCG Commissioning
Courtesy of J.Shiers

g
Schedule

2006

SC4 – becomes initial service when
reliability and performance goals met

Introduce residual services
Full FTS services; 3D; gLite 3 x;

Continued testing of computing 
models, basic services

2007

Initial service commissioning –

Full FTS services;  3D; gLite 3.x;
SRM v2.2; VOMS roles; SL(C)4AliRoot & Condition fwks

SEs & Job priorities

Testing DAQ Tier-0 (??) & 
integrating into DAQ Tier-0 Tier-1
data flow

increase performance, reliability, 
capacity to target levels, experience
in monitoring, 24 x 7 operation, …. 

Continue DC mode, as per 
WLCG commissioning 

C bi d T0 t t
Building up end-user analysis 
support 

01jul07 - service commissioned
- full 2007 capacity, performance

fi t lli i i th LHC F ll FTS

Combined T0 test
DA for calibration ready

Finalisation of CAF & Grid

Exercising the computing systems, 
ramping up job rates, data 
management performance, ….     

2008

first collisions in the LHC. Full FTS 
services demonstrated at 2008 data 
rates for all required Tx-Ty channels, 
over extended periods, including

The real thing
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over extended periods, including 
recovery (T0-T1).



Computing model / resources
year

Time for physics (s)

pp PbPb
2007 7×105 0
2008 4×106 2×105Computing model / resources 2008 4×106 2×105

2009 6×106 1×106

• Missing computing resources will have an impact on the quality of physics 
produced by ALICE

• Unclear what is the right path to pass the message effectively
C i i i d i b• Computing resource requirements are never reviewed in substance, so we 
are in a free competition regime

Pledged by external sites versus required (new LHC schedule)
Status Jan’07

2007 2008 2009 2010

T1 T2 T1 T2 T1 T2 T1 T2T1 T2 T1 T2 T1 T2 T1 T2

CPU 
Requirement (MSI2K) 3.0 4.2 10.2 10.2 18.4 16.0 22.9 19.0

Missing % -7% 29% -32% -13% -42% -20% -34% -13%

Requirement (PB) 1 0 0 8 4 2 1 6 7 9 4 0 9 8 5 3
Disk

Requirement (PB) 1.0 0.8 4.2 1.6 7.9 4.0 9.8 5.3

Missing % 24% 485 -32% 43% -42% +2% -31% -5%

MS 
Requirement (PB) 2.0 - 7.0 - 14.0 - 20.9 -

Missing % -26% - -42% - -53% - -53% -
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Resources in 2007Resources in 2007
• In 2006, we had only 50% of the pledged resources

Integrate the NDGF T1 (at least 4 sites in 4 countries!)– Integrate the NDGF T1 (at least 4 sites in 4 countries!)
• Started, we have 3 / 4 sites “activated”

– Stabilise contribution from The Netherlands T1
• Ongoingg g

– Activate the T2s in Poland
• Started, we have 2 / 3 sites “activated”

– Get the pledged resources from Russia
ll b ll• Stalling… but still trying

– Integrate all the promised US resources (LLNL)
• Slowly ongoing (LLNL) – OSC, Houston and LBNL/NERSC OK

– Additional resources promised but not yet materialised in Korea JapanAdditional resources promised but not yet materialised in Korea, Japan, 
Mexico, China, India, South Africa, Greece, Brazil

• Korea OK, Japan coming, for the rest…

• Still the work of bringing in new resources is exhausting
• Some of the pledges have been “decreasing”
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Resource planning in 2008Resource planning in 2008

• Note: the picture for 2009 is probably much p p y
worse

• If resources could be moved from other exps• If resources could be moved from other exps 
to ALICE we would be OK

• If the resources are “reduced” instead of• If the resources are reduced  instead of 
“reassigned”, our deficit will increase!
W d ll th ibl th FA• We need all the possible pressure on the FAs 
to move and not just cut resources

• Suggestions welcome!
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