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Introduction 
• Autoencoders for anomaly detection 
• Machine learning at L1 

Decision tree autoencoder 
• Novel training method 
• Novel latent-spaceless design for FPGA 

Physics & FPGA results 
• Exotic decay of Higgs to pseudoscalars to γγ bb ̅
• “LHC anomaly detection” dataset 

Thoughts

Take 2
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Nanosecond anomaly detection with
decision trees and real-time application to
exotic Higgs decays

S. T. Roche 1,2, Q. Bayer 2, B. T. Carlson 2,3, W. C. Ouligian2, P. Serhiayenka2,
J. Stelzer 2 & T. M. Hong 2

We present an interpretable implementation of the autoencoding algorithm,
used as an anomaly detector, built with a forest of deep decision trees on
FPGA, field programmable gate arrays. Scenarios at the Large Hadron Collider
at CERN are considered, for which the autoencoder is trained using known
physical processes of the StandardModel. The design is then deployed in real-
time trigger systems for anomaly detection of unknown physical processes,
such as the detection of rare exotic decays of theHiggs boson. The inference is
made with a latency value of 30 ns at percent-level resource usage using the
Xilinx Virtex UltraScale+ VU9P FPGA. Our method offers anomaly detection at
low latency values for edge AI users with resource constraints.

Unsupervised artificial intelligence (AI) algorithms enable signal-
agnostic searches beyond the Standard Model (BSM) physics at the
Large Hadron Collider (LHC) at CERN1. The LHC is the highest energy
proton and heavy ion collider that is designed to discover the Higgs
boson2,3 and study its properties4,5 aswell as to probe the unknown and
undiscovered BSM physics (see, e.g.,6–8). Due to the lack of signs of
BSM in the collected data despite the plethora of searches conducted
at the LHC, dedicated studies look for rare BSM events that are even
more difficult to parse among the mountain of ordinary Standard
Model processes9–13. An active area of AI research in high energy phy-
sics is in using autoencoders for anomaly detection, much of which
providesmethods to find rare andunanticipatedBSMphysics.Muchof
the existing literature, mostly using neural network-based approaches,
focuses on identifying BSM physics in already collected data14–70. Such
ideas have started to produce experimental results on the analysis of
data collected at the LHC71–74. A related but separate endeavor,which is
the subject of this paper, is enabling the identification of rare and
anomalous data on the real-time trigger path for more detailed
investigation offline.

The LHC offers an environment with an abundance of data at a 40
MHz collision rate, corresponding to the 25 ns time period between
successive collisions. The real-time trigger path of the ATLAS and CMS
experiments75,76, e.g., processes data using custom electronics using
field programmable gate arrays (FPGA) followed by software trigger

algorithms executedona computing farm.Thefirst-level FPGAportion
of the trigger system accepts between 100 kHz to 1 MHz of collisions,
discarding the remaining ≈ 99% of the collisions. Therefore, it is
essential to discovery that the FPGA-based trigger system is capable of
triggering potential BSM events. A previous study aimed at LHC data
has shown that an anomaly detector based on neural networks can be
implemented on FPGA with latency values between 80 to 1480 ns,
depending on the design77.

In this paper, we present an interpretable implementation of an
autoencoder using deep decision trees that make inferences in 30 ns.
As discussed previously78,79, decision tree designs depend only on
threshold comparisons resulting in fast and efficient FPGA imple-
mentation with minimal reliance on digital signal processors. We train
the autoencoder on known Standard Model (SM) processes to help
trigger the rare events that may include BSM.

In scenarios for which a specific BSM model is targeted and its
dynamics are known, dedicated supervised training against the SM
sample, i.e., BSM-vs-SM classification, would likely outperform an
unsupervised approach of SM-only training. The physics scenarios
considered in this paper are examples to demonstrate that our auto-
encoder is able to trigger on BSM scenarios as anomalies without this
prior knowledge of the BSM specifics. Nevertheless, we consider a
benchmark where our autoencoder outperforms the existing con-
ventional cut-based algorithms.
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Abstract

We present a novel implementation of the artificial intelligence autoencoding algorithm, used
as an ultrafast and ultrae�cient anomaly detector, built with a forest of deep decision trees on
FPGA, field programmable gate arrays. Scenarios at the Large Hadron Collider at CERN are
considered, for which the autoencoder is trained using known physical processes of the Standard
Model. The design is then deployed in real-time trigger systems for anomaly detection of new
unknown physical processes, such as the detection of exotic Higgs decays, on events that fail
conventional threshold-based algorithms. The inference is made within a latency value of 25 ns,
the time between successive collisions at the Large Hadron Collider, at percent-level resource
usage. Our method o�ers anomaly detection at the lowest latency values for edge AI users with
tight resource constraints.

Keywords: Data processing methods, Data reduction methods, Digital electronic circuits, Trigger
algorithms, and Trigger concepts and systems (hardware and software).
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H125  → a10 a15 → e+e– µ+µ– H125  → a10 a70 → γγ bb ̅
+

Thoughts
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Can’t analyze data that’s not saved 
• L1 triggers at ATLAS & CMS use custom 

electronics such as FPGAs to discard 99.8% 
• Implementing anomaly detection at the L1 is 

challenging and possible (this talk)

Anomaly detection in HEP

4Source: http://cern.ch/twiki/pub/Atlas/TDAQSpeakersCommitteeCommonReferences/tdaqFullNew2017.pdf 

Model-agnostic detection of BSM signals 
• Many anomaly detection methods have been devised and 

tested on a variety of different HEP problems  
[https://iml-wg.github.io/HEPML-LivingReview] 

• Anomaly detection in ATLAS analysis 
[ATLAS-CONF-2022-045]

http://cern.ch/twiki/pub/Atlas/TDAQSpeakersCommitteeCommonReferences/tdaqFullNew2017.pdf
https://iml-wg.github.io/HEPML-LivingReview
https://cds.cern.ch/record/2816323


Autoencoder 
• Typically constructed using 

neural networks 
• Challenge to implement in pure 

digital logic on FPGA 
• NN example shown on right 

Decision tree? 
• Used in our work 
• Has certain advantages:  

technical (no multiplication) & 
philosophical (interpretable)
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ARTICLES NATURE MACHINE INTELLIGENCEARTICLES NATURE MACHINE INTELLIGENCE

Extended Data Fig. 1 | Network architectures. Network architecture for the DNN AE (top) and CNN AE (bottom) models. The corresponding VAE models 
are derived introducing the Gaussian sampling in the latent space, for the same encoder and decoder architectures (see text).

NATURE MACHINE INTELLIGENCE | www.nature.com/natmachintell

Govorkova et al., Autoencoders on field-programmable gate arrays for 
real-time, unsupervised new physics detection at 40 MHz at the Large 
Hadron Collider, Nature Mach. Intell. 4 (2022) 154–161
https://doi.org/10.1038/s42256-022-00441-3

https://doi.org/10.1038/s42256-022-00441-3


Details 
• Input-output distance is relatively small = good compression  
• Input-output distance is relatively large = bad compression 
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784 variables (8-bit) 784 variables (8-bit)

300x compression

1 variable (20 bit)

Example: handwritten numbers 
• Teach it 0, 1, 2, 3, 4 with a sample (doesn’t know about 9!)
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X

Y

Train by sampling 1d projections 
• Encoding: Event → which bin it’s in 

Decode by returning a “reconstruction point” 
• Decoding: Bin → median of the training data in bin
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How does this detect anomalies? 
• Define: Distance between input – output = anomaly score 

X

Y

• Non-anomaly 
• Input is similar to training data 
• Will likely land in a small bin  close 

to the reconstruction point

• Anomaly 
• Input is not similar to training data 
• Will likely land in a large bin     

far from the reconstruction point
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Nanosecond anomaly detection with decision trees & real-time application to exotic Higgs decays
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Figure A.3: Toy dataset and ML training with varying maximum depth ⇡. The top-left plot shows training
sample where each data point is represented by a 2d coordinate. The top-right plot shows input-output
distance � for various ⇡. The anomaly score distribution shows RMS shrinking with ⇡ when evaluated on a
sample similar to the training sample. The bottom rows of plots shows the result of the ML training. In each
partition, a dot (•) indicates the estimate x̂, the location of the median in each dimension of the data in that
bin, corresponding to the bin that x resides in. With the median points one can visualize the refinement of the
reconstruction of the original dataset with increasing ⇡.
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more bins

Anomaly score 
• Feed back in the training sample 

• Should be near 0, like ETmiss resolution

Nanosecond anomaly detection with decision trees & real-time application to exotic Higgs decays
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Closer to 0 
with more bins



Bin x y

1 ... ...

2 ... ...

3 5 4

...
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Latent spaceless implementation 
• Closer look at what it means to encode

Incoming 
heart

Encode: 
return bin 3

3

Decode bin 3: 
return (5,4)

Incoming 
heart

Encode is Decode: 
return (5,4)

• Skip the encoding & decoding

(5,4)
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Figure 2: Input variable distributions for �125 ! 010070 ! WW 9 9 and SM WW 9 9 showing (top-left) ?T for
the leading and subleading jet, (top-middle) < 9 9 for the dijet subsystem, (top-right) <WW for the diphoton
subsystem, (bottom-left) ?T for the leading and subleading photon, and (bottom-middle) �' distance for
the dijet and diphoton subsystem. The shaded panel (bottom-right) is the <WW distribution after a cut on the
anomaly score of the autoencoder; this plot is normalized relative to the top-right plot before the cut.

Benchmark: Exotic Higgs decays

In order to define and quantify the gain using the autoencoder trigger in the FPGA-based systems
over conventional approaches, we consider the threshold-based algorithm typically deployed at the
LHC, such as at the ATLAS and CMS experiments. The most recent analysis of the WW 9 9 final
state [82] used the diphoton (WW) trigger so we take this to be representative of the conventional
approach. Moreover, as trigger performance is generally comparable between the ATLAS and CMS
experiments, we take the ATLAS results from the Run-2 data taking period (2015–2018) as typical
of the situation at the LHC. ATLAS reports a peak event rate of 3 kHz for a diphoton trigger in the
FPGA-based first level trigger system in 2018 out of a peak total rate of about 90 kHz [99]. The
threshold is ?T > 20 GeV for each photon at the first level trigger, but the refined threshold is 35 and
25 GeV for the leading and subleading photon, respectively, in the subsequent CPU-based high level
trigger [100]. The high level values are more representative of the thresholds for which the first level
trigger becomes fully efficient, so we approximate the situation by requiring 25 GeV for each of the
two reconstructed photons. We consider this to be the ATLAS-inspired cut-based diphoton trigger.

The events of interest containing WW 9 9 constitutes a subset of all events that pass the diphoton
requirement, as WW events accompanied with zero or one jet (WW or WW 9 , respectively) would also
pass. However, determining the precise composition of the events passing the diphoton trigger is a
nontrivial task. So for our comparisons below we consider the worst case scenario to assume that
the WW 9 9 event rate equals the entire event rate of the diphoton trigger. It is considered the worst
case scenario because the more likely case that the WW 9 9 rate is less than the WW rate would give a
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Figure 3: Physics performance results. The distribution are given for anomaly scores � (left column) and the
ROC curves (right column) for the � ! 000 ! WW 9 9 scenario (top row) and the LHC physics dataset [83]
(bottom row). Along with the ROC curves for the WW 9 9 dataset (top right), the operating points of the ?W2T >
25 GeV trigger are shown, with numerical values to compare it to the autoencoder’s performance. Values
shown are fractions of all events in the sample. The autoencoder is trained only on the respective Standard
Model (SMWW 9 9 and SMcocktail) processes. TPR and FPR represent true and false positive rates, respectively.
The plots are software-simulated results using bit integers as done in the firmware.

Comparison: LHC physics dataset

Our autoencoder is applied to the LHC physics dataset [83] and compared to the results of the neural
network implementation [77] that involves discrimination of several different BSM signals from
a mixture of SM background. In this dataset, all events include the existence of an electron with
momentum transverse to the beam axis ?T > 23 GeV and pseudorapidity |[ | < 3.0 or a muon with
?T > 23 GeV and |[ | < 2.1. This preselection is designed to limit the data to events that would
already pass a real-time single-lepton trigger. We note that this requirement limits the ability of the
study to be generalized for events that do not pass an existing real-time algorithm.

The background is composed of a cocktail of Standard Model processes (SMcocktail) that would
pass the above-mentioned preselection composed of , ! ✓a, / ! ✓✓, CC̄, and QCD multijet in
proportions similar to that of ?? collisions at the LHC. The dataset’s features are 56 variables
consisting of sets of (?T, [, q) from the 10 leading hadronic jets, 4 leading electrons, and 4 leading
muons, along with ⇢miss

T and its q orientation. A cross-check using only 26 of these training
variables is presented later in the section.

In our training, a forest of 30 trees at a maximum depth of 4 is trained on a training set of the SM

9

Inputs 
• Sample 

• MadGraph5_aMC 2.9.5 
• Hadron'n+Shower: Pythia8 
• Detector: Delphes 3.5.0, CMS 

• Variables 
• 8 inputs: jets, photons, ΔR 

Results 
• Compare 

• vs. 3 kHz Run-2 ATLAS rate 

• Better 
• 3x gain in signal
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LHC anomaly detection ds 
[Sci Data 9, 118] 

• Background 
• W → lv, Z → ll, multijet, ttbar 

• Signal 
• 4 BSM scenarios 

• Input variables 
• 54 variables 
• pT, η, φ of the 4 leading μ, 4 leading 

e, 10 leading jets, MET 
• See distributions on the right 

• Sample selection 
• Require ≥1 lepton w/ pT > 23 GeV 

• (L1 will already save these...)

https://doi.org/10.1038/s41597-022-01187-8
https://doi.org/10.1038/s41597-022-01187-8


hls4ml fwX (this)
Clock speed 200 MHz 200 MHz

Latency 80 ns 30 ns
Interval 5 ns 5 ns

FF 0.5% 0.6%
LUT 3% 9%
DSP 1% 0.8%

BRAM 0.3% 0

              TM HongCompare with hls4ml
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Works well 
• Physics (plots) 
• FPGA (table) 

Comparison 
• Hls4ml NN-AE 

[Nature Mach. Intell. 4 (2022) 154–161] 
• Physics: comparable AUC 
• FPGA results

Distribution ROC curve

https://doi.org/10.1038/s42256-022-00441-3
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Decision tree-based autoencoder 
• New training method by sampling, it’s density estimation 
• More transparent (to me) than neural network-based designs 
• Can do problems in high energy physics (3 - 50 variables) 
• Competitive performance vs. hls4ml 

Efficient implementation 
• Latent space-less design where encoding = decoding 
• Performance on Xilinx Virtex Ultrascale+ VU9P 
‣ O(1)% level resource usage 
‣ Fast at 30 ns latency 
‣ Try it yourself with the provided testbench & IP available online



Then what 
• What are we going to do with the events that we save? 
‣ Everyone is saving rare events that are uncategorized. Who’s going to categorize 

them? CMS recently showed an event display of the most anomalous event. Will 
we go through one-by-one to try to guess at the physics? 

‣ There are ideas, but more needed 

What about benchmarks? 
• By construction, it’s supposed to pick up events that we don’t know 

about. But to benchmark it, we choose models that we know about. 
Is this a contradiction? How do we avoid it? Who gets to choose?  

• How much trigger bandwidth do we devote to it if we don’t know 
what may be in it?

              TM HongThoughts
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Backup
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784 variables (8-bit)

Example: handwritten numbers 
• Teach it about the number 4

Image Pixel 1 Pixel 2 ... Pixel 
300 ... Pixel 

783
Pixel 
784

1 0 0 ... 240 ... 0 0

2 0 1 ... 255 ... 0 0

... ... ... ... ... ... ... ...

500k 0 0 ... 231 ... 0 0
...

Corresponding data set

=

Image 1
2
3

500k

Details 
• Each pixel in the data set are unrelated to each other



DDTE-ad1

Distance
Processor

Sum

Δ = Σk Δk

x x̂0

x̂1

x̂K-1

x

x

Encoder DecoderEncoded data

Shown conceptually as
actual encode-decode
occur simultaneously.

Intermediate
output

Input data

ΔK-1

Δ1

Distance
Fn., Δ0

x

DDTE-adK-1

Metric

Find bin
location

Find bin
estimate

Bin
index

Deep Decision Tree Engine,
anomaly detector version

DDTE-ad0

x

...

for k = 0 .. K-1 trees
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Details 
• Parallel computing 

• TREE ENGINES eval. in parallel 
• All combinatoric logic, so no clocking 

between steps  = fast 
• Mostly comparisons = fast 
• No multiplication  = fast 

• Technical info in backup &  
[2304.03836]

Logic flow 
• Left-to-right data flow (see right) 
• Realized that we can bypass the latent space! 

• Encoding = Decoding

Data Data 
in

https://arxiv.org/abs/2304.03836


19

Design v2: Parallelize terminal bins
Go deeper from 4 → 8

Standard 
decision tree

FWX design 
v2

Nanosecond ML regression with deep BDT in FPGA for HEP

b11b10

b2qii: xb > 23

qiii: xa > 40b0

Decision tree structure

Destination bin Depth i Depth ii Depth iii Decision path Path #

b0 not(qi) not(qii) N/A not(qi) and not(qii) 0

b2 qi N/A N/A qi 1

b10 not(qi) qii not(qiii) not(qi) and qii and not(qiii) 2

b11 not(qi) qii qiii not(qi) and qii and qiii 3

Worked example

55 xa

xb

23

b0

b2

b10

2d plane: xa vs. xb

b11

40

Decision paths

Path 0

Path 1

Path 2

Path 3

qi: xa > 55

Figure 2: Deep decision tree with parallel decision path (PDP) structure. An example is shown in the leftmost
diagram for a decision tree using two variables (G0, G1) with a depth of 3. The equivalent representation in
the two-dimensional G0 vs. G1 space is given in the middle. The PDP perspective is given on the right. The
table at the bottom lists the logical comparisons per PDP.
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Figure 11: Actual LUT usage (left) and actual FF usage (right) as a function of the maximum depth. Absolute
usage is shown on the left axis and percentage of our FPGA resources is shown on the right axis, both using
the setup in table 3.
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Figure 12: Actual DSP usage (left) and actual BRAM usage (right) as a function of the maximum depth.
Absolute usage is shown on the left axis and percentage of our FPGA resources is shown on the right axis,
both using the setup in table 3. No DSP usage is seen.
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              TM HongFW testbench w/ IP available
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http://d-scholarship.pitt.edu/45784/ 

Autoencoder Firmware Testbench Tutorial 
 

Please download Vivado 2019.2 at the following link, if you do not currently have it: 
h>ps://www.xilinx.com/support/download/index.html/content/xilinx/en/downloadNav/vivado-design-

tools/archive.html 

 

Before Beginning 

 Before beginning, please make sure that you have (and know the locaHon of) the autoencoder IP 
folder, and the VHDL testbench files:  

Crea,ng New Project in Vivado 

 Open Vivado 2019.2 and select “create new Project.” On the following pop-up, select “next,” and 
you will be prompted to name the project. Name the project as you wish and choose a locaHon to store 
it. Keep clicking next unHl you reach a page that prompts you to select the part/ board. For this tutorial, 
we will be using the Virtex UltraScale+ VCU118 board. A[er you have selected your part or board, 
keeping clicking “next” unHl you have reached the end of the setup page.  
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