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Motivation

•  TMDs: so far, model-dependent extractions à assumptions, limitations and biases
•  Information from data: Has the full potential of the data been taken into account?



•  TMDs: so far, model-dependent extractions à assumptions, limitations and biases
•  Information from data: Has the full potential of the data been taken into account?

Introducing this ‘novel’ method with Deep Neural Network (DNN)
•  Capacity to handle complex patterns, relationships in data with multi-D dependence.
•  Data-driven
•  Minimally biased à un-biased
•  Uncertainty propagation (from data) using bootstrap method by generating ‘replicas’ 

(Statistical & Systematic uncertainties from the experimental data are combined in quadrature)
•  Recursive improvements to the DNN
•  Systematic component can be quantified by a dedicated analysis
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Motivation

Intended to be
Exploratory & Instructional

First time in TMD extractions



1.1 Formalism

Let’s consider a cross-section of Drell-Yan process for example. The transverse momentum dependent cross-
section can have two forms depending on the magnitude of the struck parton’s transverse momentum.
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Hij(Q) is “hard factor” which depends on the process, and bT is the Fourier conjugate to transverse
momentum kT.

fi/Pa
(⇠a,bT) and fj/Pb

(⇠b,bT) have been defined as a hadron matrix elements in LQCD

Momentum-space version of fi/Pa
(⇠a,bT) (or fj/Pb

(⇠b,bT)) was decomposed into 8 leading TMD PDFs.
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The Sivers function is the correlation between unpolarized quarks in a transversely polarized nucleon. It
vanishes by its naive definition in [13]

1.2 Single-transverse Spin Asymmetries (SSA)

For a general Drell-Yan (DY) process [14, 15] which involves only one hadron is polarized: h1 h
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The Collins-Soper frame was first proposed in [16].

1.3 Sivers Asymmetry

Sivers suggested [13] that the k? distribution could have an azimuthal asymmetry when the initial hadron
is transversely polarized, but this is in contradiction with parity and time-reversal invariance (PT) of QCD.
In other words, this asymmetry doesn’t exist according to the PT invariance of QCD.
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• Quark correlator is the quantity that can be decomposed into 8 components (6 T -even and 2 T -odd
terms).

�(x, pT ;S) =

Z
d⇠

�
d⇠T

(2⇡)3
e
ip.⇠

hP, S| ̄(0) U[0,⇠]  (⇠)|P, Si|⇠+=0

�(x, kT ;S) =

Z
d⇠

�
d⇠T

(2⇡)3
e
ik.⇠

hP, S| ̄(0) U[0,⇠]  (⇠)|P, Si|⇠+=0

Definition of ⇠:

Why light-cone coordinates are used? Because the manifestation of quark-parton structure of
QCD, and construction of multi-parton Fock states as eigen states of QCD Hamiltonian is only possible
in the light-cone quantization.

What’s the role of gauge-link

Why ⇠+ = 0 limit?

• Asymmetry measurements like A
sin�
UT

• The first measurement of the Sivers function was done by STAR collaboration.

• The origin of the non-Universality of the Sivers function (relative sign between DY and SIDIS) is the
gauge invariance in QCD.

• Usually, the “hard scale” is the intermediate photon/boson virtuality, and the “soft scale” is parton’s
transverse momentum.
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At leading-twist, the Quark correlator can be decomposed into 8 
components (6 T - even and 2 T -odd terms)
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TMD PDFs
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* For these two processes 
TMD factorization is proven

TMD PDFs
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Sivers~ FF

<latexit sha1_base64="+/2bZc1D3LCcKP6/pjrv9PUNNOA=">AAACCXicbVDJSgNBEO2JW4zbqEcvjUHwFGZE1GMwIB4jmAWSIfT0VJImPQvdNWIccvXir3jxoIhX/8Cbf2NnOWjig4LHe1XdVc9PpNDoON9Wbml5ZXUtv17Y2Nza3rF39+o6ThWHGo9lrJo+0yBFBDUUKKGZKGChL6HhDypjv3EHSos4usVhAl7IepHoCs7QSB2bthHuMasqwIdRmwvFJQRM41SuXI06dtEpORPQReLOSJHMUO3YX+0g5mkIEXLJtG65ToJexhQK8/ao0E41JIwPWA9ahkYsBO1lk0tG9MgoAe3GylSEdKL+nshYqPUw9E1nyLCv572x+J/XSrF74WUiSlKEiE8/6qaSYkzHsdBAKOAoh4YwroTZlfI+U4yjCa9gQnDnT14k9ZOSe1Y6vTktli9nceTJATkkx8Ql56RMrkmV1Agnj+SZvJI368l6sd6tj2lrzprN7JM/sD5/AB5Emz4=</latexit>

Pretz~ CF

<latexit sha1_base64="3p9d5uh0uCtPvyyPhEf6D38082A=">AAACCnicbVDLSsNAFJ34rPUVdekmWgRXJZGiLosFcVmhL2hCmUwm7dDJJMzcFEvo2o2/4saFIm79Anf+jdM2C209cOFwzr0z9x4/4UyBbX8bK6tr6xubha3i9s7u3r55cNhScSoJbZKYx7LjY0U5E7QJDDjtJJLiyOe07Q9rU789olKxWDRgnFAvwn3BQkYwaKlnnrhAHyBrSCzUaOISJgmnAVYw12u3k55Zssv2DNYycXJSQjnqPfPLDWKSRlQA4ViprmMn4GVYAtNvT4puqmiCyRD3aVdTgSOqvGx2ysQ600pghbHUJcCaqb8nMhwpNY583RlhGKhFbyr+53VTCK+9jIkkBSrI/KMw5RbE1jQXK2CSEuBjTTCRTO9qkQGWmIBOr6hDcBZPXiati7JzWa7cV0rVmzyOAjpGp+gcOegKVdEdqqMmIugRPaNX9GY8GS/Gu/Exb10x8pkj9AfG5w/v7Jux</latexit>

Transv~ CF

<latexit sha1_base64="tvyIIsAYCGSJQt9c+ihyZZ5UR5I=">AAACMHicbVDLSgMxFM34rPVVdekmWARXZaYUdVl1YZcVnLbQqUMmTTuhmUmaZIQyzCe58VN0o6CIW7/C9CFo64ELh3Pu5d57AsGo0rb9ai0tr6yurec28ptb2zu7hb39huKJxMTFnHHZCpAijMbE1VQz0hKSoChgpBkMrsZ+855IRXl8q0eCdCLUj2mPYqSN5BeuL/zUdbO71MNclT0RUj/MoCckF5rD0HeMI4gUcGhUTCVmpIuUhjU/dYbZjxlmfqFol+wJ4CJxZqQIZqj7hSevy3ESkVhjhpRqO7bQnRRJTc2OLO8ligiEB6hP2obGKCKqk04ezuCxUbqwx6WpWMOJ+nsiRZFSoygwnRHSoZr3xuJ/XjvRvfNOSmORaBLj6aJewqDJYpwe7FJJsGYjQxCW1NwKcYgkwtpknDchOPMvL5JGueSclio3lWL1chZHDhyCI3ACHHAGqqAG6sAFGDyAZ/AG3q1H68X6sD6nrUvWbOYA/IH19Q1axKpn</latexit>

A
cos 2�h

UU / h
?q
1 ~H

?h
1q

<latexit sha1_base64="Eqtj5sJw+LayvX3683wuxBz+7fg=">AAACQHicbVBLTxsxGPRCoWl4BTj2YjVCogeiXYSgR14HjkEiBCmbrrzOt1kLr9fY3yJFq/1pXPgJ3HrupYeiqldOdZYcymMky6OZ+fyYWEth0fd/eHPzHxYWPzY+NZeWV1bXWusblzYvDIcez2VurmJmQQoFPRQo4UobYFksoR9fn0z9/i0YK3J1gRMNw4yNlUgEZ+ikqNU/isreRfW9DK1QoYQEt0OdiijdqTcbGjFO8WtFQ21yjTlNojKo8xqMpjfO4MJwCSNmkZ4688aZaRW12n7Hr0HfkmBG2mSGbtR6CEc5LzJQyCWzdhD4GoclMyjc6VUzLCxoxq/ZGAaOKpaBHZZ1ARXdcsqIJrlxSyGt1f8nSpZZO8lil8wYpva1NxXf8wYFJt+GpVC6QFD8+aKkkNQVMW2TjoQBjnLiCONGuLdSnjLDOLrOm66E4PWX35LL3U6w39k732sfHs/qaJDP5AvZJgE5IIfkjHRJj3ByR36S3+TRu/d+eX+8v8/ROW82s0lewHv6BzMssVo=</latexit>

Asin(�h��s)
UT / f?q

1T ~Dh
1q

<latexit sha1_base64="UFkBM2L6l5lSoOhkb0W9D3PTfQA=">AAACQHicbVDPb9MwGHUGY6NsrMCRi0WFVDSpSqYKdizjsuOQlnZSEyLH/dJYcxzX/oJURfnTuOxP4MaZCwfQtCsn3LQH6HiS5af3vh/2S7UUFn3/m7fz4OHuo739x50nB4dPj7rPno9tWRkOIS9laa5SZkEKBSEKlHClDbAilTBJrz+s/MlnMFaU6hKXGuKCzZXIBGfopKQ7eZ/U4WXzqY6sUJGEDPuRzkWSH7eXjYyY5/imoZE2pcaS5kkduHK6cBIXhkuYMYv03MmL1RgNRtO8Sbo9f+C3oPdJsCE9ssFF0v0azUpeFaCQS2btNPA1xjUzKNyOphNVFjTj12wOU0cVK8DGdRtAQ187ZUaz0rijkLbq3x01K6xdFqmrLBjmdttbif/zphVmp3EtlK4QFF8vyipJXRCrNOlMGOAol44wboR7K+U5M4yjy7zjQgi2v3yfjE8GwdvB8OOwNzrbxLFPXpJXpE8C8o6MyDm5ICHh5Av5Tn6SX96N98O79e7WpTvepucF+Qfe7z/mVrEq</latexit>

A
sin(�h+�s)
UT / h

q
1 ~H

?h
1q

<latexit sha1_base64="8FB/6aMqKTldMctcEad/J7d6rZ4=">AAACR3icbVBBb9MwGHXKBls3oMBxF2sV0nagSmACjgUuO3ZSu01q2shxvzTWHMe1vyBVUf4dF67c9hd24cA0ccTNomnreJLlp/e+p89+sZbCou9feq0nG5tPn21tt3d2n7942Xn1+tTmheEw4rnMzXnMLEihYIQCJZxrAyyLJZzFF99W/tl3MFbkaohLDZOMzZVIBGfopKgz/RKVo2E1LUMrVCghwYMPoU5FlL6rLxsaMU/xsKKhNrnGnKZRGdQBDUbThTO4MFzCjFmkx85c3JlpFXW6fs+vQR+ToCFd0mAQdX6Fs5wXGSjkklk7DnyNk5IZFG5H1Q4LC5rxCzaHsaOKZWAnZd1DRd86ZUaT3LijkNbq/UTJMmuXWewmM4apXfdW4v+8cYHJ50kplC4QFL9dlBSSujpWpdKZMMBRLh1h3Aj3VspTZhhHV33blRCsf/kxOX3fCz72jk6Ouv2vTR1bZI/skwMSkE+kT47JgIwIJz/IFflDrr2f3m/vxvt7O9rymswb8gAt7x/JJ7MN</latexit>

A
sin(3�h��s)
UT / h

?q
1T ~H

?h
1q

<latexit sha1_base64="2dxYb9XbrSrHl4GbbQH+8pH1gQQ=">AAACeHicbVFNb9QwEHXCV1m+tnDsxWKpACGtkqgCLkiFShUHpBbBtpXWm2jWO0ms2klqO5VWVn4D/40bP4QLJ7y7OdCWkSy9eW9mbL+ZN1IYG0W/gvDW7Tt3723dHzx4+Ojxk+H20xNTt5rjhNey1mdzMChFhRMrrMSzRiOoucTT+fnBSj+9RG1EXX23ywZnCopK5IKD9VQ2/MFyDdwtmBGFgtR9Oeo6nx0pLKCjH+hGZiCbEtIkc6i8fnjRHWaXaUyZxNxS5mhM31DGa5MmlNkSLfjciCpN+sxLCWtKkbmDb93HbJK6K0zHtChKP6nLhqNoHK2D3gRxD0akj+Ns+JMtat4qrCyXYMw0jho7c6Ct4BK7AWsNNsDPocCphxUoNDO3Nq6ju55Z0LzW/lSWrtl/OxwoY5Zq7isV2NJc11bk/7Rpa/P3MyeqprVY8c1FeSuprelqC3QhNHIrlx4A18K/lfISvNXW72rgTYivf/kmOEnG8dvx3te90f6n3o4tskOek1ckJu/IPvlMjsmEcPI72AleBLvBn5CGL8PXm9Iw6HuekSsRJn8BrkC/uQ==</latexit>

d�LO

d⌦
=

↵2
em

Fq
F 1
v

n
1 + cos2 ✓ + sin2✓cos2�CSA

cos2�CS

U

o

<latexit sha1_base64="6XM7X8rbYfyWn/zZeyuOWWzVCoc=">AAACPHicdZBPT9tAEMXXlPInUHDbYy8rokpBSJEdIeBIy6VHKghEioO13ozjVdZra3dcKbL8wXrph+DGiQsHUNUr526MDyXQkVb66b0Zzc6LcikMet6Ns/Rm+e3K6tp6a2Pz3da2+/7DhckKzaHPM5npQcQMSKGgjwIlDHINLI0kXEbTk7l/+QO0EZk6x1kOo5RNlIgFZ2il0D3bo4ER6qoXYALIaCAhxk6tdXpBnoiwPDmr9moyu/RLeH5V/sesaKDFJMHd0G17Xa8u+hL8BtqkqdPQvQ7GGS9SUMglM2boezmOSqZRcAlVKygM5IxP2QSGFhVLwYzK+viKfrbKmMaZtk8hrdV/J0qWGjNLI9uZMkzMojcXX/OGBcZHo1KovEBQ/GlRXEiKGZ0nScdCA0c5s8C4FvavlCdMM44275YNwV88+SVc9Lr+QXf/+377+GsTxxr5RHZIh/jkkByTb+SU9AknP8ktuScPzi/nzvnt/HlqXXKamY/kWTmPfwFwjq0b</latexit>

+sin2 ✓
⇣
sin(2�CS + �s)A

sin(2�CS+�s)
T

⌘

<latexit sha1_base64="Iv65wOWJV3ST8imD7gaOa6gjhm8=">AAACPnicdVA9T8MwEHX4pnwVGFksKqQiRJVUFTDysTCCoFCpCZHjOq1Vx4nsC1IV9Zex8BvYGFkYQIiVETdkAApPsu7pvTud7wWJ4Bps+9GamJyanpmdmy8tLC4tr5RX1650nCrKmjQWsWoFRDPBJWsCB8FaiWIkCgS7DvonI//6linNY3kJg4R5EelKHnJKwEh+uekKFkIb56WKd7CruazW3aTH/ezkYribM72Nj/zLm+wfc4hdxbs92C6q55crds3OgceJU5AKKnDmlx/cTkzTiEmggmjdduwEvIwo4FSwYclNNUsI7ZMuaxsqScS0l+XnD/GWUTo4jJV5EnCufp/ISKT1IApMZ0Sgp397I/Evr51CeOBlXCYpMEm/FoWpwBDjUZa4wxWjIAaGEKq4+SumPaIIBZN4yYTg/D55nFzVa85erXHeqBweF3HMoQ20iarIQfvoEJ2iM9REFN2hJ/SCXq1769l6s96/WiesYmYd/YD18QkC0a3k</latexit>h⇣
+sin(2�CS � �s)A

sin(2�CS��s)
T

⌘i

<latexit sha1_base64="fl+dChJX+AGJjjH/OH54EuuWCdU=">AAACOnicbVDBbtNAEF23FEJKIcCRy4ioUlGlyK4i6DHQC8dEJGml2LXWm3G86npt7Y4rRVa+iwtf0VsPXDiAEFc+gE3iA7Q8abVv37zR7LykVNKS7996O7sP9h4+aj1u7z85ePqs8/zF1BaVETgRhSrMRcItKqlxQpIUXpQGeZ4oPE+uztb182s0VhZ6TMsSo5wvtEyl4OSkuDM6hk/xGEKFKc2211EAxxCKwl6eQEgZEofQyEVGbyC0UkNYZjK28D4eX9ZrYfteNaYo7nT9nr8B3CdBQ7qswTDu3ITzQlQ5ahKKWzsL/JKimhuSQuGqHVYWSy6u+AJnjmqeo43qzeorOHTKHNLCuKMJNurfHTXPrV3miXPmnDJ7t7YW/1ebVZSeRrXUZUWoxXZQWimgAtY5wlwaFKSWjnBhpPsriIwbLsil3XYhBHdXvk+mJ73gba8/6ncHH5o4WuwVe82OWMDesQH7yIZswgT7zL6y7+yH98X75v30fm2tO17T85L9A+/3HwHkq+0=</latexit>

+ST

h�
1 + cos2 ✓

�
sin�sA

sin�s

T

i

<latexit sha1_base64="L00FrhckPrkfD4i/kVNjkFZg9QA=">AAACB3icbVDLSsNAFJ3UV62vqEtBBovgqiRS1GWpGzdCBfuAJpTJZNIOnTyYuRFL6M6Nv+LGhSJu/QV3/o3TNoi2HrhwOOfemXuPlwiuwLK+jMLS8srqWnG9tLG5tb1j7u61VJxKypo0FrHseEQxwSPWBA6CdRLJSOgJ1vaGlxO/fcek4nF0C6OEuSHpRzzglICWeuahA+wesvr12KFcUsF8ogD/iD2zbFWsKfAisXNSRjkaPfPT8WOahiwCKohSXdtKwM2IBK4fH5ecVLGE0CHps66mEQmZcrPpHWN8rBUfB7HUFQGeqr8nMhIqNQo93RkSGKh5byL+53VTCC7cjEdJCiyis4+CVGCI8SQU7HPJKIiRJoRKrnfFdEAkoaCjK+kQ7PmTF0nrtGKfVao31XKtnsdRRAfoCJ0gG52jGrpCDdREFD2gJ/SCXo1H49l4M95nrQUjn9lHf2B8fAOb/pnK</latexit>

BM~ BM
<latexit sha1_base64="c+vGQLkIAPtRZ3FYi7n2R341OzE=">AAACDHicbVDLSsNAFJ3UV62vqks3g0VwVRIRdVlUxGVF+4AmlMlk0g6dPJi5EUvIB7jxV9y4UMStH+DOv3HSZqGtBwYO55zLnXvcWHAFpvltlBYWl5ZXyquVtfWNza3q9k5bRYmkrEUjEcmuSxQTPGQt4CBYN5aMBK5gHXd0kfudeyYVj8I7GMfMCcgg5D6nBLTUr9ZsYA+QNi+vMptySQXziAI8VW95PprplFk3J8DzxCpIDRVo9qtfthfRJGAhUEGU6llmDE5KJHC9IKvYiWIxoSMyYD1NQxIw5aSTYzJ8oBUP+5HULwQ8UX9PpCRQahy4OhkQGKpZLxf/83oJ+GdOysM4ARbS6SI/ERginDeDPS4ZBTHWhFDJ9V8xHRJJKOgSKroEa/bkedI+qlsn9eOb41rjvKijjPbQPjpEFjpFDXSNmqiFKHpEz+gVvRlPxovxbnxMoyWjmNlFf2B8/gDxP5w0</latexit>

PDF~ Sivers
<latexit sha1_base64="w4e8mMhin5hSE44g/rdZFFf2BTI=">AAACC3icbVA9SwNBEN2LXzF+nVraLAbBKtxJUMsQGxshQr4gd4S9zSZZsrd37M4Fw5Hexr9iY6GIrX/Azn/jJrlCEx8MPN6bYWZeEAuuwXG+rdza+sbmVn67sLO7t39gHx41dZQoyho0EpFqB0QzwSVrAAfB2rFiJAwEawWjm5nfGjOleSTrMImZH5KB5H1OCRipa596wB4grd5NPcoVFaxHNOCFWFdE6vG0axedkjMHXiVuRoooQ61rf3m9iCYhk0AF0brjOjH4KVHAzYJpwUs0iwkdkQHrGCpJyLSfzn+Z4jOj9HA/UqYk4Ln6eyIlodaTMDCdIYGhXvZm4n9eJ4H+tZ9yGSfAJF0s6icCQ4RnweAeV4yCmBhCqOLmVkyHRBEKJr6CCcFdfnmVNC9K7mWpfF8uVqpZHHl0gk7ROXLRFaqgW1RDDUTRI3pGr+jNerJerHfrY9Gas7KZY/QH1ucPUnmb4Q==</latexit>

BM~ Transv
<latexit sha1_base64="z+QJmPGSXDolk1gw3zkeuwQaS+Y=">AAACCnicbVC7SgNBFJ2NrxhfUUub0SBYhV0JahliYyNEMA9IljA7uUmGzD6YuSvGJbWNv2JjoYitX2Dn3zhJttDEAxcO59w7c+/xIik02va3lVlaXlldy67nNja3tnfyu3t1HcaKQ42HMlRNj2mQIoAaCpTQjBQw35PQ8IaXE79xB0qLMLjFUQSuz/qB6AnO0Eid/GEb4R6TyvW4zYXiErpMI52JVQX4MO7kC3bRnoIuEiclBZKi2sl/tbshj30IkEumdcuxI3QTplCY98e5dqwhYnzI+tAyNGA+aDeZnjKmx0bp0l6oTAVIp+rviYT5Wo98z3T6DAd63puI/3mtGHsXbiKCKEYI+OyjXiwphnSSC+0KBRzlyBDGlTC7Uj5ginE06eVMCM78yYukflp0zoqlm1KhXEnjyJIDckROiEPOSZlckSqpEU4eyTN5JW/Wk/VivVsfs9aMlc7skz+wPn8AgLKbbg==</latexit>

BM~ Pretz

<latexit sha1_base64="v405jnbVjZ5fDgljcjC6quBCY48=">AAACLXicbVDLSgMxFM3UV62vqks3wSK4KjOlqMtqXbis2Bd0xiGTSdvQzCQmGaEM/SE3/ooILiri1t8wfSxs64ELh3Pu5d57AsGo0rY9tjJr6xubW9nt3M7u3v5B/vCoqXgiMWlgzrhsB0gRRmPS0FQz0haSoChgpBUMqhO/9Uykojyu66EgXoR6Me1SjLSR/PzttV9/TF3MVckVfeqn1YfRCLpCcqE57PuOMQWRAj4ZFVOJGQmR0ouOny/YRXsKuEqcOSmAOWp+/t0NOU4iEmvMkFIdxxbaS5HU1CwY5dxEEYHwAPVIx9AYRUR56fTbETwzSgi7XJqKNZyqfydSFCk1jALTGSHdV8veRPzP6yS6e+WlNBaJJjGeLeomDJogJtHBkEqCNRsagrCk5laI+0girE3AOROCs/zyKmmWis5FsXxfLlRu5nFkwQk4BefAAZegAu5ADTQABi/gDYzBp/VqfVhf1vesNWPNZ47BAqyfX2+LqOE=</latexit>

Acos 2�CS

T / h?q
1 ~ h?q

1
<latexit sha1_base64="U7ITmJIE+HIzKtPVkkcSPe7otYw=">AAACKXicbVDLSgMxFM3UV62vqks3wSK4KjNS1GXVjcsKfUFnOmQymTY0k4lJRijD/I4bf8WNgqJu/RHTx0JbDwQO59zDzT2BYFRp2/60Ciura+sbxc3S1vbO7l55/6CtklRi0sIJS2Q3QIowyklLU81IV0iC4oCRTjC6mfidByIVTXhTjwXxYjTgNKIYaSP55fqV3+xnrqLcFUPqZyrPoStkInQCI9/pZ/DeCJhKzEiIlDZi5jRzExFECmP65YpdtaeAy8SZkwqYo+GXX90wwWlMuMYMKdVzbKG9DElNzY685KaKCIRHaEB6hnIUE+Vl00tzeGKUEEaJNI9rOFV/JzIUKzWOAzMZIz1Ui95E/M/rpTq69DLKRaoJx7NFUcqgqWFSGwypJFizsSEIS2r+CvEQSYS1KbdkSnAWT14m7bOqc16t3dUq9et5HUVwBI7BKXDABaiDW9AALYDBI3gGb+DderJerA/razZasOaZQ/AH1vcP20ynng==</latexit>

Asin�s

T / fq
1 ~ f?q

1T

  

LO SIDIS and DY cross sections
<latexit sha1_base64="IZTywYQOmLMf5Bsd/7S0Vt6TEzQ=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY9ELx4hkUcCGzI79MLI7Ow6M2tCCF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaHSPJb3ZpygH9GB5CFn1Fip/tgrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdl77JcqVdK1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AN6LjP4=</latexit>q

<latexit sha1_base64="SJ1OIjSePJJuklmqM/ZKicifNKI=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Ae0oWy2k3bpZhN3N0IJ/RFePCji1d/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzU7gVUZY/TfrniVt05yCrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwWuqlGhPKxnSIXUsljVD72fzcKTmzyoCEsbIlDZmrvycyGmk9iQLbGVEz0sveTPzP66YmvPYzLpPUoGSLRWEqiInJ7Hcy4AqZERNLKFPc3krYiCrKjE2oZEPwll9eJa2LqndZrd3XKvWbPI4inMApnIMHV1CHO2hAExiM4Rle4c1JnBfn3flYtBacfOYY/sD5/AGcQ4/D</latexit>

q̄

<latexit sha1_base64="O7wMjROSRfMzhyTzs67hf2d+rcI=">AAAB73icbVDLSgNBEOyNrxhfUY9eFoMgHsKuBPUY9OIxgnlAEkPvZDYZMjO7zswKYclPePGgiFd/x5t/4yTZgyYWNBRV3XR3BTFn2njet5NbWV1b38hvFra2d3b3ivsHDR0litA6iXikWgFqypmkdcMMp61YURQBp81gdDP1m09UaRbJezOOaVfgQLKQETRWanUGKAQ+nPWKJa/szeAuEz8jJchQ6xW/Ov2IJIJKQzhq3fa92HRTVIYRTieFTqJpjGSEA9q2VKKgupvO7p24J1bpu2GkbEnjztTfEykKrccisJ0CzVAvelPxP6+dmPCqmzIZJ4ZKMl8UJtw1kTt93u0zRYnhY0uQKGZvdckQFRJjIyrYEPzFl5dJ47zsX5Qrd5VS9TqLIw9HcAyn4MMlVOEWalAHAhye4RXenEfnxXl3PuatOSebOYQ/cD5/AKcCj7o=</latexit>
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2.5 Sivers asymmetry from SIDIS

In SIDIS, one has to take the collinear distribution functions fq/p(x) and fragmentation functions Dh/q(z)
into the account with parameterisations that are taken from the available fits of the world data.

Data from HERMES [16] on the SIDIS Sivers asymmetries for ⇡± and K
± production o↵ a proton target;

the COMPASS Collaboration data on LiD [17] and NH3 targets [18].
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Single Spin Asymmetry (Sivers Asymmetry)
Anselmino et al. (2017)

For instance, in order to produce a W+, u, d̄ and s̄ quarks from the polarised proton
combine with d̄, s̄, u quarks from the unpolarised proton, such that the asymmetry is
proportional to

|Vu,d|
2
⇣
�Nfu/p" ⌦ fd̄/p +�Nfd̄/p" ⌦ fu/p

⌘
+ |Vu,s|

2
⇣
�Nfu/p" ⌦ fs̄/p +�Nfs̄/p" ⌦ fu/p

⌘
.

(3.1)
Both quantities in the round brackets in the above equation contain a sea and a valence
quark distribution. However, because of the numerical values 2 of |Vu,d| and |Vu,s|, the last
two terms in Eq. (3.1) are much suppressed with respect to the first two. Thus, we expect
that AW+

N mainly depends on the u quark and d̄ sea quark Sivers functions.
Likewise, for W� production, the asymmetry is proportional to

|Vu,d|
2
⇣
�Nfū/p" ⌦ fd/p +�Nfd/p" ⌦ fū/p

⌘
+ |Vu,s|

2
⇣
�Nfū/p" ⌦ fs/p +�Nfs/p" ⌦ fū/p

⌘
,

(3.2)
and we expect that W� data are mainly sensitive to d quark and ū sea quark Sivers function.

A previous extraction of the Sivers functions that included anti-quark distributions was
reported in Ref. [8]. However, new data have become available since then and we perform
here a new complete extraction of the Sivers functions. We refer to Ref. [8] for more details
about the procedure.

One may notice that in our simple parameterisation of the Sivers functions as given in
Eqs. (2.12)-(2.15) the knowledge of the width hk2?i of the unpolarised TMDs is important.
Such a study was performed in Refs. [18, 19]. We adopt here the parameters from Ref. [18],
fixed by fitting the HERMES multiplicities [20]:

hk2?i = 0.57± 0.08 GeV2
hp2?i = 0.12± 0.01 GeV2 , (3.3)

where hp2?i is the width of unpolarised Transverse Momentum Dependent Fragmentation
Functions (TMD-FFs):

Dh/q(z, p?) = Dh/q(z)
1

⇡hp2?i
e�p2?/hp2?i . (3.4)

Notice that the study of Ref. [18] found no flavour dependence of the widths of the TMDs.
The collinear distribution and fragmentation functions, fq/p(x) and Dh/q(z), needed for our
parameterisations are taken from the available fits of the world data: in this analysis we use
the CTEQ6L set for the PDFs [21] and the DSS set for the fragmentation functions [22].
The LHAPDF [23] library is used for collinear PDFs. We fit the latest data from the
HERMES Collaboration on the SIDIS Sivers asymmetries for ⇡± and K± production off a
proton target [1], the COMPASS Collaboration data on LiD [24] and NH3 targets [25], and
JLab data on 3He target [26].

These available SIDIS data cover a relatively narrow region of x, typically in the so-
called valence region. It suffices to use the most simple parameterisation for the anti-quark
Sivers functions [see Eqs. (2.13), (2.14)]:

Nq̄(x) = Nq̄ . (3.5)
2|Vu,d| = 0.97417± 0.00021, |Vu,s| = 0.2248± 0.0006, from Ref. [17].

– 5 –

For instance, in order to produce a W+, u, d̄ and s̄ quarks from the polarised proton
combine with d̄, s̄, u quarks from the unpolarised proton, such that the asymmetry is
proportional to

|Vu,d|
2
⇣
�Nfu/p" ⌦ fd̄/p +�Nfd̄/p" ⌦ fu/p

⌘
+ |Vu,s|

2
⇣
�Nfu/p" ⌦ fs̄/p +�Nfs̄/p" ⌦ fu/p

⌘
.

(3.1)
Both quantities in the round brackets in the above equation contain a sea and a valence
quark distribution. However, because of the numerical values 2 of |Vu,d| and |Vu,s|, the last
two terms in Eq. (3.1) are much suppressed with respect to the first two. Thus, we expect
that AW+

N mainly depends on the u quark and d̄ sea quark Sivers functions.
Likewise, for W� production, the asymmetry is proportional to

|Vu,d|
2
⇣
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parameterisations are taken from the available fits of the world data: in this analysis we use
the CTEQ6L set for the PDFs [21] and the DSS set for the fragmentation functions [22].
The LHAPDF [23] library is used for collinear PDFs. We fit the latest data from the
HERMES Collaboration on the SIDIS Sivers asymmetries for ⇡± and K± production off a
proton target [1], the COMPASS Collaboration data on LiD [24] and NH3 targets [25], and
JLab data on 3He target [26].

These available SIDIS data cover a relatively narrow region of x, typically in the so-
called valence region. It suffices to use the most simple parameterisation for the anti-quark
Sivers functions [see Eqs. (2.13), (2.14)]:

Nq̄(x) = Nq̄ . (3.5)
2|Vu,d| = 0.97417± 0.00021, |Vu,s| = 0.2248± 0.0006, from Ref. [17].
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4

where,

fq/p(x, k?) = fq(x)
1

⇡hk2
?i

e�k2
?/hk2

?i, (5)

h(k?) =
p

2e
k?
m1

e�k2
?/m2

1 . (6)

Here Nq(x) is considered as a factorized x-dependent
function with a form that has yet to be formally estab-
lished, and m1 is a parameter that allows the k? Gaus-
sian dependence of the Sivers function to be di↵erent
from that of the unpolarized TMDs [4]. fq(x; Q2) is the
co-linear parton distribution function for flavor q that is
obtained from CTEQ6l [33] grid through LHAPDF [34],
whereas the fragmentation functions for ⇡±,0 are from
[35], and for K± are from [36] (DSS formalism), from re-
cent global analyses of fragmentation functions at next-
to-leading-order (NLO) accuracy in QCD. In terms of the
cross-section ratios, the Sivers asymmetry in the SIDIS
process can be written as,

Asin(�h��S)
UT (x, y, z, phT ) =

d�l"p!hlX
� d�l #p!lhX

d�l "p!hlX + d�l #p!hlX
,

(7)

and can be parameterized [4] and further re-arranged
as,

Asin(�h��S)
UT (x, z, phT )

= A0(z, phT , m1)

 P
q Nq(x)e2

qfq(x)Dh/q(z)
P

q e2
qfq(x)Dh/q(z)

!
, (8)

where,

A0(z, phT , m1)

=

p
2ezphT

m1

[z2
hk2

?i + hp2
?i]hk2

Si
2

[z2hk2
Si + hp2

?i]2hk2
?i

⇥ exp

"
�

p2
hT z2

�
hk2

Si � hk2
?i
�

(z2hk2
Si + hp2

?i) (z2hk2
?i + hp2

?i)

#
, (9)

hk2
Si =

m1hk2
?i

m2
1 + hk2

?i
, (10)

and fragmentation functions Dh/q(z, p?) (before p?-
integration),

Dh/q(z, p?) = Dh/q(z)
1

⇡hp2
?i

exp�p2
?/hp2

?i, (11)

with hk2
?i = 0.57 ± 0.08 GeV2 and hp2

?i = 0.12 ± 0.01
GeV2 from the fits [37, 38] to HERMES multiplicities
[39]. Note that we use the shorthand notation for the
PDFs, FFs as well as TMDs by omitting Q2 in the ex-
pressions for the sake of convenience as is done in the
literature.

Through this azimuthal asymmetry, the SIDIS process
provides information about the correlations between the

transverse momentum of the partons leaving through the
fragmented target and the spin of the target itself. In
this regard, SIDIS allows one to study the structure of
individual hadrons by selecting these decay fragments at
the detection level. In general, SIDIS provides access to
a wide range of TMDs, and allows for studying TMDs of
hadrons carrying di↵erent flavors and polarizations.

For our present analysis, HERMES and COMPASS
have the best-polarized proton target data for SIDIS,
while COMPASS has the best-polarized neutron target
data. In the COMPASS data, the neutron target is ac-
tually a polarized deuteron but the neutron carries over
90% of the deuteron polarization when polarized in solid-
state form. The JLab data on polarized 3He is of a di↵er-
ent class of experiments and will not be combined with
the polarized deuteron data from COMPASS. It is worth
noting that the uncertainties in the experimental data
can greatly di↵er depending on the choice of polarized
target.
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FIG. 2. Kinematics of the DY process in the hadronic center-
of-mass frame.

B. DY process

Consider the Drell-Yan process A"B ! l+l�X, where
A" is a transversely polarized target, and B is the hadron
beam. In the hadronic c.m frame, the 4-momentum q and
the invariant mass squared (QM ) of the final-state di-
lepton pair, Feynman-x (xF ) and the Mandelstam vari-
able s are related as,

q = (q0, qT , qL) , q2 = QM , xF =
2qL
p

s
,

s = (pA + pB)2 . (12)

In the kinematical region of,

q2
T ⌧ QM , k? ' qT , (13)

4

where,

fq/p(x, k?) = fq(x)
1

⇡hk2
?i

e�k2
?/hk2

?i, (5)

h(k?) =
p

2e
k?
m1

e�k2
?/m2

1 . (6)

Here Nq(x) is considered as a factorized x-dependent
function with a form that has yet to be formally estab-
lished, and m1 is a parameter that allows the k? Gaus-
sian dependence of the Sivers function to be di↵erent
from that of the unpolarized TMDs [4]. fq(x; Q2) is the
co-linear parton distribution function for flavor q that is
obtained from CTEQ6l [33] grid through LHAPDF [34],
whereas the fragmentation functions for ⇡±,0 are from
[35], and for K± are from [36] (DSS formalism), from re-
cent global analyses of fragmentation functions at next-
to-leading-order (NLO) accuracy in QCD. In terms of the
cross-section ratios, the Sivers asymmetry in the SIDIS
process can be written as,

Asin(�h��S)
UT (x, y, z, phT ) =

d�l"p!hlX
� d�l #p!lhX

d�l "p!hlX + d�l #p!hlX
,

(7)

and can be parameterized [4] and further re-arranged
as,

Asin(�h��S)
UT (x, z, phT )

= A0(z, phT , m1)

 P
q Nq(x)e2

qfq(x)Dh/q(z)
P

q e2
qfq(x)Dh/q(z)

!
, (8)

where,

A0(z, phT , m1)

=

p
2ezphT

m1

[z2
hk2

?i + hp2
?i]hk2

Si
2

[z2hk2
Si + hp2

?i]2hk2
?i

⇥ exp

"
�

p2
hT z2

�
hk2

Si � hk2
?i
�

(z2hk2
Si + hp2

?i) (z2hk2
?i + hp2

?i)

#
, (9)

hk2
Si =

m1hk2
?i

m2
1 + hk2

?i
, (10)

and fragmentation functions Dh/q(z, p?) (before p?-
integration),

Dh/q(z, p?) = Dh/q(z)
1

⇡hp2
?i

exp�p2
?/hp2

?i, (11)

with hk2
?i = 0.57 ± 0.08 GeV2 and hp2

?i = 0.12 ± 0.01
GeV2 from the fits [37, 38] to HERMES multiplicities
[39]. Note that we use the shorthand notation for the
PDFs, FFs as well as TMDs by omitting Q2 in the ex-
pressions for the sake of convenience as is done in the
literature.

Through this azimuthal asymmetry, the SIDIS process
provides information about the correlations between the

transverse momentum of the partons leaving through the
fragmented target and the spin of the target itself. In
this regard, SIDIS allows one to study the structure of
individual hadrons by selecting these decay fragments at
the detection level. In general, SIDIS provides access to
a wide range of TMDs, and allows for studying TMDs of
hadrons carrying di↵erent flavors and polarizations.

For our present analysis, HERMES and COMPASS
have the best-polarized proton target data for SIDIS,
while COMPASS has the best-polarized neutron target
data. In the COMPASS data, the neutron target is ac-
tually a polarized deuteron but the neutron carries over
90% of the deuteron polarization when polarized in solid-
state form. The JLab data on polarized 3He is of a di↵er-
ent class of experiments and will not be combined with
the polarized deuteron data from COMPASS. It is worth
noting that the uncertainties in the experimental data
can greatly di↵er depending on the choice of polarized
target.
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ŷ

<latexit sha1_base64="SOSB4jKE15YUgBMqDXiq9HqjOC0=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Ae0oWy2m3bpZhN2J0IN/RFePCji1d/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//ci1EbF6wEnC/YgOlQgFo2ildm9EMXua9ssVt+rOQVaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyaamXGp5QNqZD3rVU0YgbP5ufOyVnVhmQMNa2FJK5+nsio5ExkyiwnRHFkVn2ZuJ/XjfF8NrPhEpS5IotFoWpJBiT2e9kIDRnKCeWUKaFvZWwEdWUoU2oZEPwll9eJa2LqndZrd3XKvWbPI4inMApnIMHV1CHO2hAExiM4Rle4c1JnBfn3flYtBacfOYY/sD5/AG2NI/U</latexit>

ẑ

<latexit sha1_base64="7Uum0AxO5k3ImCkiZx4Kj1tJWHk=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9kVUY9FLx4r2g9ol5JNs21sNglJVihL/4MXD4p49f9489+YtnvQ1gcDj/dmmJkXKc6M9f1vr7Cyura+UdwsbW3v7O6V9w+aRqaa0AaRXOp2hA3lTNCGZZbTttIUJxGnrWh0M/VbT1QbJsWDHSsaJnggWMwItk5qdtWQ9e575Ypf9WdAyyTISQVy1Hvlr25fkjShwhKOjekEvrJhhrVlhNNJqZsaqjAZ4QHtOCpwQk2Yza6doBOn9FEstSth0Uz9PZHhxJhxErnOBNuhWfSm4n9eJ7XxVZgxoVJLBZkvilOOrETT11GfaUosHzuCiWbuVkSGWGNiXUAlF0Kw+PIyaZ5Vg4vq+d15pXadx1GEIziGUwjgEmpwC3VoAIFHeIZXePOk9+K9ex/z1oKXzxzCH3ifP3G8jw4=</latexit>

�S

<latexit sha1_base64="BHRyHPwaJjg+pzpQt4jRl5Yj3Hc=">AAAB9HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cK9gOaUCbbbbt0N4m7m0IJ/R1ePCji1R/jzX/jts1BWx8MPN6bYWZemAiujet+O4W19Y3NreJ2aWd3b/+gfHjU1HGqKGvQWMSqHaJmgkesYbgRrJ0ohjIUrBWO7mZ+a8yU5nH0aCYJCyQOIt7nFI2VAj8Z8m7mD1BKnHbLFbfqzkFWiZeTCuSod8tffi+mqWSRoQK17nhuYoIMleFUsGnJTzVLkI5wwDqWRiiZDrL50VNyZpUe6cfKVmTIXP09kaHUeiJD2ynRDPWyNxP/8zqp6d8EGY+S1LCILhb1U0FMTGYJkB5XjBoxsQSp4vZWQoeokBqbU8mG4C2/vEqaF1Xvqnr5cFmp3eZxFOEETuEcPLiGGtxDHRpA4Qme4RXenLHz4rw7H4vWgpPPHMMfOJ8/IESSWA==</latexit>
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<latexit sha1_base64="K0LgvFJanW+O6Q7KmiBgeI9N4s0=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI9BLx4j5gXJEmYnvcmQ2dl1ZlYIIZ/gxYMiXv0ib/6Nk2QPmljQUFR1090VJIJr47rfTm5tfWNzK79d2Nnd2z8oHh41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nfmtJ1Sax7Juxgn6ER1IHnJGjZUeHnv1XrHklt05yCrxMlKCDLVe8avbj1kaoTRMUK07npsYf0KV4UzgtNBNNSaUjegAO5ZKGqH2J/NTp+TMKn0SxsqWNGSu/p6Y0EjrcRTYzoiaoV72ZuJ/Xic14bU/4TJJDUq2WBSmgpiYzP4mfa6QGTG2hDLF7a2EDamizNh0CjYEb/nlVdK8KHuX5cp9pVS9yeLIwwmcwjl4cAVVuIMaNIDBAJ7hFd4c4bw4787HojXnZDPH8AfO5w85AI3F</latexit>qT

<latexit sha1_base64="xtZGwzA7ecryJmbIQ2LrpUwIqik=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lE1GPVi8cK9gPSUDbbTbt0sxt2J4US8jO8eFDEq7/Gm//GbZuDtj4YeLw3w8y8MBHcgOt+O6W19Y3NrfJ2ZWd3b/+genjUNirVlLWoEkp3Q2KY4JK1gINg3UQzEoeCdcLx/czvTJg2XMknmCYsiMlQ8ohTAlbyexNGsyTvZ7d5v1pz6+4ceJV4BamhAs1+9as3UDSNmQQqiDG+5yYQZEQDp4LllV5qWELomAyZb6kkMTNBNj85x2dWGeBIaVsS8Fz9PZGR2JhpHNrOmMDILHsz8T/PTyG6CTIukxSYpItFUSowKDz7Hw+4ZhTE1BJCNbe3YjoimlCwKVVsCN7yy6ukfVH3ruqXj5e1xl0RRxmdoFN0jjx0jRroATVRC1Gk0DN6RW8OOC/Ou/OxaC05xcwx+gPn8we1XpGL</latexit>

~pA

<latexit sha1_base64="4I89H3RIwakrzIIHnQD21V6Y4/k=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lE1GOpF48V7AekoWy2m3bpZjfsTgol5Gd48aCIV3+NN/+N2zYHbX0w8Hhvhpl5YSK4Adf9dkobm1vbO+Xdyt7+weFR9fikY1SqKWtTJZTuhcQwwSVrAwfBeolmJA4F64aT+7nfnTJtuJJPMEtYEJOR5BGnBKzk96eMZkk+yJr5oFpz6+4CeJ14BamhAq1B9as/VDSNmQQqiDG+5yYQZEQDp4LllX5qWELohIyYb6kkMTNBtjg5xxdWGeJIaVsS8EL9PZGR2JhZHNrOmMDYrHpz8T/PTyG6CzIukxSYpMtFUSowKDz/Hw+5ZhTEzBJCNbe3YjommlCwKVVsCN7qy+ukc1X3burXj9e1RrOIo4zO0Dm6RB66RQ30gFqojShS6Bm9ojcHnBfn3flYtpacYuYU/YHz+QO245GM</latexit>

~pB

<latexit sha1_base64="4uU2Vo3diKFMxbpfLGvgwHfSdlc=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMgCGFXgnoMevEY0TwgWcPspJMMmZ1dZmaFsOQTvHhQxKtf5M2/cZLsQRMLGoqqbrq7glhwbVz328mtrK6tb+Q3C1vbO7t7xf2Dho4SxbDOIhGpVkA1Ci6xbrgR2IoV0jAQ2AxGN1O/+YRK80g+mHGMfkgHkvc5o8ZK9+LxrFssuWV3BrJMvIyUIEOtW/zq9CKWhCgNE1TrtufGxk+pMpwJnBQ6icaYshEdYNtSSUPUfjo7dUJOrNIj/UjZkobM1N8TKQ21HoeB7QypGepFbyr+57UT07/yUy7jxKBk80X9RBATkenfpMcVMiPGllCmuL2VsCFVlBmbTsGG4C2+vEwa52Xvoly5q5Sq11kceTiCYzgFDy6hCrdQgzowGMAzvMKbI5wX5935mLfmnGzmEP7A+fwB8aqNlg==</latexit>

l+
<latexit sha1_base64="NzbEEfKLc8yQ5mYCntdBucn7V9M=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgxbArQT0GvXiMaB6QrGF20kmGzM4uM7NCWPIJXjwo4tUv8ubfOEn2oIkFDUVVN91dQSy4Nq777eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUK6AaBZdYN9wIbMUKaRgIbAajm6nffEKleSQfzDhGP6QDyfucUWOle/F41i2W3LI7A1kmXkZKkKHWLX51ehFLQpSGCap123Nj46dUGc4ETgqdRGNM2YgOsG2ppCFqP52dOiEnVumRfqRsSUNm6u+JlIZaj8PAdobUDPWiNxX/89qJ6V/5KZdxYlCy+aJ+IoiJyPRv0uMKmRFjSyhT3N5K2JAqyoxNp2BD8BZfXiaN87J3Ua7cVUrV6yyOPBzBMZyCB5dQhVuoQR0YDOAZXuHNEc6L8+58zFtzTjZzCH/gfP4A9LKNmA==</latexit>

l�

FIG. 2. Kinematics of the DY process in the hadronic center-
of-mass frame.

B. DY process

Consider the Drell-Yan process A"B ! l+l�X, where
A" is a transversely polarized target, and B is the hadron
beam. In the hadronic c.m frame, the 4-momentum q and
the invariant mass squared (QM ) of the final-state di-
lepton pair, Feynman-x (xF ) and the Mandelstam vari-
able s are related as,

q = (q0, qT , qL) , q2 = QM , xF =
2qL
p

s
,

s = (pA + pB)2 . (12)

In the kinematical region of,

q2
T ⌧ QM , k? ' qT , (13)

3

of hard processes. Here, we focus specifically on SIDIS
and DY, but it should be noted that there is significant
potential for broader model development that can come
from combining all available data from multiple processes
with additional constraints using the simultaneous DNN
fitting approach presented here.

The Sivers function describes a di↵erence in probabil-
ities, which implies that it may not be positive definite.
Making a comparison between the Sivers function from
the DY process and the SIDIS process is still the focus
of much experimental and theoretical e↵ort. Under time
reversal, the future-pointing Wilson lines are replaced by
past-pointing Wilson lines that are appropriate for fac-
torization in the DY process. This implies that the Sivers
function is not uniquely defined and cannot exhibit pro-
cess universality, as it depends on the contour of the Wil-
son line. This feature of the Sivers function is directly
tied to the QCD interactions between the quarks (or glu-
ons) active in the process, resulting in a conditional uni-
versality, as shown in [29],

�Nfq/p" (x, k?)
��
SIDIS

= � �Nfq/p" (x, k?)
��
DY

. (1)

This fundamental prediction still needs to be tested. Di-
rect sign tests [4, 8, 30] can be performed, but experimen-
tal proof would require an analysis over a broad phase
space of both SIDIS and DY, with consideration given to
flavor and kinematic sensitivity for both valence and sea
quarks. Our analysis will, in part, rely on this relation-
ship rather than making direct tests of the validity of the
sign change.

A. SIDIS process

<latexit sha1_base64="0KmudJBA2rUqHIY0H42R3xuX0Aw=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cK9gPaUDbbSbt0s4m7m0IJ/RFePCji1d/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hobua3xqg0j+WjmSToR3QgecgZNVZqdcfIsqdpr1xxq+4cZJV4OalAjnqv/NXtxyyNUBomqNYdz02Mn1FlOBM4LXVTjQllIzrAjqWSRqj9bH7ulJxZpU/CWNmShszV3xMZjbSeRIHtjKgZ6mVvJv7ndVIT3vgZl0lqULLFojAVxMRk9jvpc4XMiIkllClubyVsSBVlxiZUsiF4yy+vkuZF1buqXj5cVmq3eRxFOIFTOAcPrqEG91CHBjAYwTO8wpuTOC/Ou/OxaC04+cwx/IHz+QOqLo/M</latexit>

~q

<latexit sha1_base64="s2q+sUPahzjs/PKNbuBRIsj+zk0=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lE1GPRi8cK/YImlM120i7dbJbdTaGE/A0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvlJxp47rfTmljc2t7p7xb2ds/ODyqHp90dJIqCm2a8ET1QqKBMwFtwwyHnlRA4pBDN5w8zP3uFJRmiWiZmYQgJiPBIkaJsZLvT4FmMh9k41Y+qNbcursAXideQWqoQHNQ/fKHCU1jEIZyonXfc6UJMqIMoxzyip9qkIROyAj6lgoSgw6yxc05vrDKEEeJsiUMXqi/JzISaz2LQ9sZEzPWq95c/M/rpya6CzImZGpA0OWiKOXYJHgeAB4yBdTwmSWEKmZvxXRMFKHGxlSxIXirL6+TzlXdu6lfP13XGvdFHGV0hs7RJfLQLWqgR9REbUSRRM/oFb05qfPivDsfy9aSU8ycoj9wPn8AmZCSEA==</latexit>

~phT

<latexit sha1_base64="cpfTJkS0aJuavDxr5AjVR4A92n8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlpuiXK27VnYOsEi8nFcjR6Je/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSvqh6l9Vas1ap3+RxFOEETuEcPLiCOtxBA1rAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MH1veM+Q==</latexit>
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<latexit sha1_base64="uL/SqcxMzF30XCtXoFzwvPrua5w=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ6KokU9Vj04rGK/YA2lM120i7dbMLuRiih/8CLB0W8+o+8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nfqtJ1Sax/LRjBP0IzqQPOSMGis9iLNeqexW3BnIMvFyUoYc9V7pq9uPWRqhNExQrTuemxg/o8pwJnBS7KYaE8pGdIAdSyWNUPvZ7NIJObVKn4SxsiUNmam/JzIaaT2OAtsZUTPUi95U/M/rpCa89jMuk9SgZPNFYSqIicn0bdLnCpkRY0soU9zeStiQKsqMDadoQ/AWX14mzYuKd1mp3lfLtZs8jgIcwwmcgwdXUIM7qEMDGITwDK/w5oycF+fd+Zi3rjj5zBH8gfP5AzdyjSo=</latexit>
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<latexit sha1_base64="7Uum0AxO5k3ImCkiZx4Kj1tJWHk=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9kVUY9FLx4r2g9ol5JNs21sNglJVihL/4MXD4p49f9489+YtnvQ1gcDj/dmmJkXKc6M9f1vr7Cyura+UdwsbW3v7O6V9w+aRqaa0AaRXOp2hA3lTNCGZZbTttIUJxGnrWh0M/VbT1QbJsWDHSsaJnggWMwItk5qdtWQ9e575Ypf9WdAyyTISQVy1Hvlr25fkjShwhKOjekEvrJhhrVlhNNJqZsaqjAZ4QHtOCpwQk2Yza6doBOn9FEstSth0Uz9PZHhxJhxErnOBNuhWfSm4n9eJ7XxVZgxoVJLBZkvilOOrETT11GfaUosHzuCiWbuVkSGWGNiXUAlF0Kw+PIyaZ5Vg4vq+d15pXadx1GEIziGUwjgEmpwC3VoAIFHeIZXePOk9+K9ex/z1oKXzxzCH3ifP3G8jw4=</latexit>
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<latexit sha1_base64="tbmjnZGfxflw8j7aHLB/QBuVOEQ=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Ae0oWy2m2btZjfsboQS+h+8eFDEq//Hm//GbZqDtj4YeLw3w8y8IOFMG9f9dkpr6xubW+Xtys7u3v5B9fCoo2WqCG0TyaXqBVhTzgRtG2Y47SWK4jjgtBtMbud+94kqzaR4MNOE+jEeCxYygo2VOoMkYsNoWK25dTcHWiVeQWpQoDWsfg1GkqQxFYZwrHXfcxPjZ1gZRjidVQappgkmEzymfUsFjqn2s/zaGTqzygiFUtkSBuXq74kMx1pP48B2xthEetmbi/95/dSE137GRJIaKshiUZhyZCSav45GTFFi+NQSTBSztyISYYWJsQFVbAje8surpHNR9y7rjftGrXlTxFGGEziFc/DgCppwBy1oA4FHeIZXeHOk8+K8Ox+L1pJTzBzDHzifP5GQjyM=</latexit>
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<latexit sha1_base64="cSHCa3Q0BZ1BTAzMw3EdrosA1FQ=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48R85JkCbOTTjJkdnaZmQ2EJV/hxYMiXv0cb/6Nk2QPmljQUFR1090VxIJr47rfTm5tfWNzK79d2Nnd2z8oHh41dJQohnUWiUi1AqpRcIl1w43AVqyQhoHAZjC6m/nNMSrNI1kzkxj9kA4k73NGjZWeOmNk6eO0W+sWS27ZnYOsEi8jJchQ7Ra/Or2IJSFKwwTVuu25sfFTqgxnAqeFTqIxpmxEB9i2VNIQtZ/OD56SM6v0SD9StqQhc/X3REpDrSdhYDtDaoZ62ZuJ/3ntxPRv/JTLODEo2WJRPxHERGT2PelxhcyIiSWUKW5vJWxIFWXGZlSwIXjLL6+SxkXZuypfPlyWKrdZHHk4gVM4Bw+uoQL3UIU6MAjhGV7hzVHOi/PufCxac042cwx/4Hz+ANv+kHU=</latexit>
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<latexit sha1_base64="cSHCa3Q0BZ1BTAzMw3EdrosA1FQ=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48R85JkCbOTTjJkdnaZmQ2EJV/hxYMiXv0cb/6Nk2QPmljQUFR1090VxIJr47rfTm5tfWNzK79d2Nnd2z8oHh41dJQohnUWiUi1AqpRcIl1w43AVqyQhoHAZjC6m/nNMSrNI1kzkxj9kA4k73NGjZWeOmNk6eO0W+sWS27ZnYOsEi8jJchQ7Ra/Or2IJSFKwwTVuu25sfFTqgxnAqeFTqIxpmxEB9i2VNIQtZ/OD56SM6v0SD9StqQhc/X3REpDrSdhYDtDaoZ62ZuJ/3ntxPRv/JTLODEo2WJRPxHERGT2PelxhcyIiSWUKW5vJWxIFWXGZlSwIXjLL6+SxkXZuypfPlyWKrdZHHk4gVM4Bw+uoQL3UIU6MAjhGV7hzVHOi/PufCxac042cwx/4Hz+ANv+kHU=</latexit>

~ST

<latexit sha1_base64="E6GwhO2ncaH1wTyxcUKzX747YN8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Ae0oWy2m3bpZhN2J2IJ/RFePCji1d/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//ci1EbF6wEnC/YgOlQgFo2ildm9EMXua9ssVt+rOQVaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyaamXGp5QNqZD3rVU0YgbP5ufOyVnVhmQMNa2FJK5+nsio5ExkyiwnRHFkVn2ZuJ/XjfF8NrPhEpS5IotFoWpJBiT2e9kIDRnKCeWUKaFvZWwEdWUoU2oZEPwll9eJa2LqndZrd3XKvWbPI4inMApnIMHV1CHO2hAExiM4Rle4c1JnBfn3flYtBacfOYY/sD5/AGzKo/S</latexit>
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<latexit sha1_base64="ej5kp0Gnvw74fGQGb42fNe/soKU=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cK9gPaUDbbTbt0swm7EyGE/ggvHhTx6u/x5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wSTu5nfeeLaiFg9YpZwP6IjJULBKFqp0x9TzLPpoFpz6+4cZJV4BalBgeag+tUfxiyNuEImqTE9z03Qz6lGwSSfVvqp4QllEzriPUsVjbjx8/m5U3JmlSEJY21LIZmrvydyGhmTRYHtjCiOzbI3E//zeimGN34uVJIiV2yxKEwlwZjMfidDoTlDmVlCmRb2VsLGVFOGNqGKDcFbfnmVtC/q3lX98uGy1rgt4ijDCZzCOXhwDQ24hya0gMEEnuEV3pzEeXHenY9Fa8kpZo7hD5zPH7Svj9M=</latexit>
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<latexit sha1_base64="SOSB4jKE15YUgBMqDXiq9HqjOC0=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Ae0oWy2m3bpZhN2J0IN/RFePCji1d/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//ci1EbF6wEnC/YgOlQgFo2ildm9EMXua9ssVt+rOQVaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyaamXGp5QNqZD3rVU0YgbP5ufOyVnVhmQMNa2FJK5+nsio5ExkyiwnRHFkVn2ZuJ/XjfF8NrPhEpS5IotFoWpJBiT2e9kIDRnKCeWUKaFvZWwEdWUoU2oZEPwll9eJa2LqndZrd3XKvWbPI4inMApnIMHV1CHO2hAExiM4Rle4c1JnBfn3flYtBacfOYY/sD5/AG2NI/U</latexit>

ẑ

<latexit sha1_base64="2w/yVgh60ZWoJIlHfqHjkkJMPvM=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cK9kPaUDbbSbt0Nwm7m0IJ/RVePCji1Z/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU1HGqGDZYLGLVDqhGwSNsGG4EthOFVAYCW8Hobua3xqg0j6NHM0nQl3QQ8ZAzaqz01B0jy5Jpb9grV9yqOwdZJV5OKpCj3it/dfsxSyVGhgmqdcdzE+NnVBnOBE5L3VRjQtmIDrBjaUQlaj+bHzwlZ1bpkzBWtiJD5urviYxKrScysJ2SmqFe9mbif14nNeGNn/EoSQ1GbLEoTAUxMZl9T/pcITNiYgllittbCRtSRZmxGZVsCN7yy6ukeVH1rqqXD5eV2m0eRxFO4BTOwYNrqME91KEBDCQ8wyu8Ocp5cd6dj0VrwclnjuEPnM8fJqiQpg==</latexit>

~ph
<latexit sha1_base64="VUCXst6giLvIQPMPJCZ3N4mhKIU=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoJVgETyWRoh6LXjxWsB/QhLDZTtqlm82yuynU0F/ixYMiXv0p3vw3btsctPXBwOO9GWbmRYJRpV332yptbG5t75R3K3v7B4dV++i4o9JMEmiTlKWyF2EFjHJoa6oZ9IQEnEQMutH4bu53JyAVTfmjngoIEjzkNKYEayOFdtWfAMnHszD3BUgxC+2aW3cXcNaJV5AaKtAK7S9/kJIsAa4Jw0r1PVfoIMdSU8JgVvEzBQKTMR5C31COE1BBvjh85pwbZeDEqTTFtbNQf0/kOFFqmkSmM8F6pFa9ufif1890fBPklItMAyfLRXHGHJ068xScAZVANJsagomk5laHjLDERJusKiYEb/XlddK5rHtX9cZDo9a8LeIoo1N0hi6Qh65RE92jFmojgjL0jF7Rm/VkvVjv1seytWQVMyfoD6zPH5EAk7E=</latexit>

~k?

<latexit sha1_base64="Pj6IhsdItD0rVPofiBJCT1av3PA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Ae0oWy2k3bpZhN2N4US+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx/dxvT1BpHssnM03Qj+hQ8pAzaqzU7k2QZcmsX664VXcBsk68nFQgR6Nf/uoNYpZGKA0TVOuu5ybGz6gynAmclXqpxoSyMR1i11JJI9R+tjh3Ri6sMiBhrGxJQxbq74mMRlpPo8B2RtSM9Ko3F//zuqkJb/2MyyQ1KNlyUZgKYmIy/50MuEJmxNQSyhS3txI2oooyYxMq2RC81ZfXSeuq6l1Xa4+1Sv0uj6MIZ3AOl+DBDdThARrQBAZjeIZXeHMS58V5dz6WrQUnnzmFP3A+fwCoqY/L</latexit>

~p

FIG. 1. Kinematics of the SIDIS process in the nucleon-
photon center-of-mass frame.

The Semi Inclusive Deep Inelastic Scattering (SIDIS)
process involves scattering a lepton o↵ of a polarized nu-
cleon and measuring the scattered lepton and a frag-
mented hadron. In the nucleon-photon center of mass

frame, the nucleon three-momentum ~p is along the z-axis
and its spin-polarization ~ST is on the plane perpendic-
ular (transverse) to the ẑ-axis. In Fig. 1 the struct-
quark, virtual-photon (with four-momentum ~q), and the
lepton belong to a plane called ”Lepton Plane” (repre-
sented in yellow). The fragmented-hadron with momen-
tum ~ph and its projection onto the x̂� ŷ (i.e. ~phT ) belong
to so-called ”Hadron Plane” (represented in transparent-

green). Thus, the transverse momentum ~k? of the struct-
quark and ~phT are falling onto the transverse-plane (rep-
resented in transparent-blue) perpendicular to both lep-
ton plane and hadron plane. The azimuthal angle �h

of the produced hadron h, and is the angle between the
lepton plane and the hadron plane [31]. The di↵erential
cross-section for the SIDIS process depends on both co-
linear parton distribution functions (PDFs) fq/p(x; Q2)
and fragmentation functions Dh/q(z; Q2), where q is the
quark flavor, p represents the target proton, h is the
hadron type produced by the process, and z is the mo-
mentum fraction of the final state hadron with respect
to the virtual photon. A simplified version of the SIDIS
di↵erential cross-section can be written up to O(k?/Q)
as [25, 32],

d5�lp!lhX

dxdQ2dzd2p?
=
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⇥f̂q/p"(x, k?)Dh/q(z, p?) + O(k?/Q) , (2)

where ŝ, û are partonic Mandelstam invariants, and
f̂q/p"(x, k?) is the unpolarized quark distribution,

f̂q/p"(x, k?) = fq/p(x, k?) +
1

2
�Nfq/p"(x, k?)~ST · (p̂ ⇥ k̂?)

= fq/p(x, k?) �
k?
mp

f?q
1T (x, k?)~ST · (p̂ ⇥ k̂?)

(3)

with transverse momentum k? inside a transversely po-
larized (with spin ~ST ) proton with three-momentum
~p, where �Nfq/p"(x, k?) denotes Sivers functions that
carry the nucleon’s spin-polarization e↵ects on the quarks
which can be considered as a modulation to the unpolar-
ized quark PDFs [4],

�Nfq/p"(x, k?) = 2Nq(x)h(k?)fq/p(x, k?) (4)

where,

fq/p(x, k?) = fq(x)
1

⇡hk2
?i

e�k2
?/hk2

?i, (5)

h(k?) =
p

2e
k?
m1

e�k2
?/m2

1 . (6)

Here Nq(x) is considered as a factorized x-dependent
function with a form that has yet to be formally estab-
lished, and m1 is a parameter that allows the k? Gaus-
sian dependence of the Sivers function to be di↵erent
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anisotropy of quark momentum distributions for the up
and down quarks indicating that their motion in oppo-
site directions [1, 2]. This is manifestly due to quark or-
bital angular momentum (OAM). The most interesting
and relevant aspects of the OAM, such as magnitude and
partonic distribution shape as a function of the proton’s
state cannot be determined by the Sivers e↵ect alone.
However, systematic studies can be performed to investi-
gate the full 3D momentum distribution of the quarks in
a transversely polarized proton which can be used in con-
cert with other information to exploit multi-dimensional
partonic degrees of freedom using a variety of hard pro-
cesses. Here we focus specifically on SIDIS and DY but
it should be noted that there is significant potential in
broader model development that can come from combin-
ing all available data from multiple processes with ad-
ditional constraints using the simultaneous DNN fitting
approach presented here.

The Sivers function describes a di↵erence of probabili-
ties which implies it may not be positive definite. Making
a comparison between the Sivers function from the DY
process and the SIDIS process is still the focus of much
experimental and theoretical e↵ort. Under time reversal
the future-pointing Wilson lines are replaced by past-
pointing Wilson lines that are appropriate for factoriza-
tion in the DY process. This implies the Sivers function
is not uniquely defined and cannot exhibit process uni-
versality, as it depends on the contour of the Wilson line.
This feature of the Sivers function directly tied the QCD
interactions between the quarks (or gluons) active in the
process to the process dependence resulting in a condi-
tional universality such that [29],

�Nfq/p" (x, k?)
��
SIDIS

= � �Nfq/p" (x, k?)
��
DY

. (1)

This fundamental prediction remains to be tested. Direct
sign tests [4, 8, 30] can be performed but the experimental
proof would require an analysis over a broad phases space
of both SIDIS and DY with consideration to flavor and
kinematic sensitivity for both valance and sea quarks.
Our analysis will in part rely on this relationship rather
than making direct tests of the validity of the sign change.

A. SIDIS process

The Semi Inclusive Deep Inelastic Scattering (SIDIS)
process is scattering a lepton o↵ of a polarized nucleon,
and measuring the scattered lepton and a fragmented
hadron. In the nucleon-photon center of mass frame,
the nucleon three-momentum ~p is along the z-axis and
its spin-polarization ~ST is on the plane perpendicular
(transverse) to the ẑ-axis. In Fig. 1 the struct-quark,
virtual-photon (with four-momentum ~q), and the lep-
ton belong to a plane called “Lepton Plane” (represented
in yellow). The fragmented-hadron with momentum ~ph

and its projection onto the x̂ � ŷ (i.e. ~phT ) belong to
so-called “Hadron Plane” (represented in transparent-

green), therefore the transverse momentum ~k? of the
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FIG. 1. Kinematics of the SIDIS process in the nucleon-
photon center-of-mass frame.

struct-quark and ~phT are falling onto the transverse-plane
(represented in transparent-blue) perpendicular to both
lepton plane and hadron plane. The azimuthal angle �h

of the produced hadron h, and is the angle between the
lepton plane and the hadron plane [31]. The di↵erential
cross-section for the SIDIS process depends on both co-
linear parton distribution functions fq/p(x; Q2) and frag-
mentation functions Dh/q(z; Q2), where q is the quark
flavor, p represents the target proton, h is the hadron
type produced by the process and z is the momentum
fraction of the final state hadron with respect to the vir-
tual photon. A simplified version of the SIDIS di↵erential
cross-section can be written up to O(k?/Q) as [25, 32],
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where ŝ, û are partonic Mandelstam invariants, and
f̂q/p"(x, k?) is the unpolarized quark distribution,
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with transverse momentum k? inside a transversely po-
larized (with spin ~ST ) proton with three-momentum
~p, where �Nfq/p"(x, k?) denotes Sivers functions that
carry the nucleon’s spin-polarization e↵ects on the quarks
which can be considered as a modulation to the unpolar-
ized quark PDFs [4],

�Nfq/p"(x, k?) = 2Nq(x)h(k?)fq/p(x, k?) (4)

3

anisotropy of quark momentum distributions for the up
and down quarks indicating that their motion in oppo-
site directions [1, 2]. This is manifestly due to quark or-
bital angular momentum (OAM). The most interesting
and relevant aspects of the OAM, such as magnitude and
partonic distribution shape as a function of the proton’s
state cannot be determined by the Sivers e↵ect alone.
However, systematic studies can be performed to investi-
gate the full 3D momentum distribution of the quarks in
a transversely polarized proton which can be used in con-
cert with other information to exploit multi-dimensional
partonic degrees of freedom using a variety of hard pro-
cesses. Here we focus specifically on SIDIS and DY but
it should be noted that there is significant potential in
broader model development that can come from combin-
ing all available data from multiple processes with ad-
ditional constraints using the simultaneous DNN fitting
approach presented here.

The Sivers function describes a di↵erence of probabili-
ties which implies it may not be positive definite. Making
a comparison between the Sivers function from the DY
process and the SIDIS process is still the focus of much
experimental and theoretical e↵ort. Under time reversal
the future-pointing Wilson lines are replaced by past-
pointing Wilson lines that are appropriate for factoriza-
tion in the DY process. This implies the Sivers function
is not uniquely defined and cannot exhibit process uni-
versality, as it depends on the contour of the Wilson line.
This feature of the Sivers function directly tied the QCD
interactions between the quarks (or gluons) active in the
process to the process dependence resulting in a condi-
tional universality such that [29],

�Nfq/p" (x, k?)
��
SIDIS

= � �Nfq/p" (x, k?)
��
DY

. (1)

This fundamental prediction remains to be tested. Direct
sign tests [4, 8, 30] can be performed but the experimental
proof would require an analysis over a broad phases space
of both SIDIS and DY with consideration to flavor and
kinematic sensitivity for both valance and sea quarks.
Our analysis will in part rely on this relationship rather
than making direct tests of the validity of the sign change.

A. SIDIS process

The Semi Inclusive Deep Inelastic Scattering (SIDIS)
process is scattering a lepton o↵ of a polarized nucleon,
and measuring the scattered lepton and a fragmented
hadron. In the nucleon-photon center of mass frame,
the nucleon three-momentum ~p is along the z-axis and
its spin-polarization ~ST is on the plane perpendicular
(transverse) to the ẑ-axis. In Fig. 1 the struct-quark,
virtual-photon (with four-momentum ~q), and the lep-
ton belong to a plane called “Lepton Plane” (represented
in yellow). The fragmented-hadron with momentum ~ph

and its projection onto the x̂ � ŷ (i.e. ~phT ) belong to
so-called “Hadron Plane” (represented in transparent-

green), therefore the transverse momentum ~k? of the
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FIG. 1. Kinematics of the SIDIS process in the nucleon-
photon center-of-mass frame.

struct-quark and ~phT are falling onto the transverse-plane
(represented in transparent-blue) perpendicular to both
lepton plane and hadron plane. The azimuthal angle �h

of the produced hadron h, and is the angle between the
lepton plane and the hadron plane [31]. The di↵erential
cross-section for the SIDIS process depends on both co-
linear parton distribution functions fq/p(x; Q2) and frag-
mentation functions Dh/q(z; Q2), where q is the quark
flavor, p represents the target proton, h is the hadron
type produced by the process and z is the momentum
fraction of the final state hadron with respect to the vir-
tual photon. A simplified version of the SIDIS di↵erential
cross-section can be written up to O(k?/Q) as [25, 32],
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where ŝ, û are partonic Mandelstam invariants, and
f̂q/p"(x, k?) is the unpolarized quark distribution,
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with transverse momentum k? inside a transversely po-
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2.5 Sivers asymmetry from SIDIS

In SIDIS, one has to take the collinear distribution functions fq/p(x) and fragmentation functions Dh/q(z)
into the account with parameterisations that are taken from the available fits of the world data.

Data from HERMES [16] on the SIDIS Sivers asymmetries for ⇡± and K
± production o↵ a proton target;

the COMPASS Collaboration data on LiD [17] and NH3 targets [18].
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for anti-quarks. In this fit, there are three parameters ↵q

and �q and Nq for each quark flavor, and for each anti-
quark it’s just Nq̄ plus m1. This results in a 9-parameter
fit. Fit 2 is a test to reproduce the same parameteri-
zation as in Fit 1. We note that in Fit 2 non of the
9 parameters are fixed or have bounds imposed. Both
of these first columns only consider u and d quarks and
antiquarks. The Fit 1 parameters were used as the ini-
tial values to perform Fit 2. The di↵erence in these two
sets of fit parameters demonstrates the challenge of sys-
tematic consistency with this method though some pa-
rameters match reasonably well. For fit 3 we use the
same convention but add in the strange quark so there is
an additional four parameters Ns, ↵s, �s, and Ns̄ which
leads to a 13-parameter fit. In order to initialize the 13
parameters in Fit 3, we use the corresponding values for
those parameters from Fit 2 and zeros for the rest. Fit
4 uses Eq. (27) for both quarks and antiquarks so that
the treatment of all three light-quark-flavors is the same.
In addition to the parameters from Fit 3, Fit 4 contains
six more parameters for the antiquarks. The result of Fit
4 leads to a larger Nq̄ value to compensate for the fact
that ↵s̄ and �s̄ are now present in the fit. However, the
motivation to perform Fit 4 in this way is to generalize
the Nq(x) in a flavor-independent fashion for quarks and
anti-quarks. Fit 4 is the final fit that we will use to gener-
ate pseudodata for testing purposes of the DNN fits and
for calculating model accuracy.

Parameter Fit 1 Fit 2 Fit 3 Fit 4
m1 0.8±0.9 3.87±0.31 7.0±0.6 7.0±4.0
Nu 0.18±0.04 0.475±0.03 0.89±0.05 0.89±0.06
↵u 1.0±0.6 2.41±0.16 2.78±0.17 2.75±0.11
�u 6.6±5.2 15.0±1.4 19.4±1.6 20.0±2.0
Nū -0.01±0.03 -0.032±0.017 -0.07±0.06 -0.12±0.06
↵ū - - - 0.4±0.5
�ū - - - 20.0±16.0
Nd -0.52±0.20 -1.25±0.19 -2.33±0.31 -2.4±0.4
↵d 1.9±1.5 1.5±0.4 2.5±0.4 2.7±0.6
�d 10±11 7.0±2.6 15.8±3.2 17.0±4.0
Nd̄ -0.06±0.06 -0.05±0.11 -0.29±-0.27 -0.7±0.5
↵d̄ - - - 1.5±0.6
�d̄ - - - 20±17
Ns - - -14.0±10.0 -20.0±40.0
↵s - - 4.9±3.3 4.7±3.0
�s - - 3.0±4.0 2.3±3.1
Ns̄ - - -0.1±0.2 20.0±5.0
↵s̄ - - - 9.5±1.4
�s̄ - - - 20.0±14.0

�
2
/Ndata 1.29 1.59 1.69 1.66

TABLE II. Collection of MINUIT fit results. Fit 1 is from
Anselmino et al [4], Fit 2: Re-fit as similar to [4], Fit 3: fit
results including strange-quarks, Fit 4: fit results with the
same treatment for all three light-quark-flavors.

C. DNN Method Testing

A systematic method of constructing, optimizing, and
testing the DNN fits is developed using pseudodata to
ensure a quality extraction from the experimental data.
Our approach uses a combination of Monte Carlo sam-
pling and synthetic data generation. The pseudodata
points are randomly generated by sampling within multi-
Gaussian distributions centered around each experimen-
tal data point, with variance given by the experimental
uncertainty. Many pseudodata DNN fits (instances) are
performed together to obtain the uncertainty of the re-
sulting DNN model (mean and distribution). The general
approach is to use existing experimental data to parame-
terize a fit function and then use it to generate new syn-
thetic data (replicas) with similar characteristics. The
pseudodata is generated with a known Sivers function
so that the extraction technique can be explicitly tested.
An error bar is assigned to each new data point which
is taken directly from the experimental uncertainties re-
ported for the complete set of kinematic bins. This ap-
proach aims to produce pseudodata that simulates the
experimental data as closely as possible with particular
sensitivity to phase space so that the test metrics are
also relevant for the real experimental extraction. To do
this the pseudodata generator must be very well-tuned to
the kinematic range of the experimental data. Hence, the
generating function contains as much feature space infor-
mation as possible. It’s important to emphasize here that
the metrics that we use to quantify the improvement in
the Second Iteration compared to the First Iteration
are sensitive to phase space. The accuracy (proximity of
the mean of the DNN fits to the true Sivers) is defined
as,

✏q(x, k?) =

0
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and precision (the standard deviation of replicas), as
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q/p" � �Nf (mean)
q/p"
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N
. (29)

The generating-function used to produce the true value
of the Sivers is improved in the process of optimizing
the DNN hyperparameters. This approach allows the
generating-function and the DNN fit to improve with
each iteration. This allows more realistic data to be gen-
erated with each iteration which in turn allows better
hyperparameter optimization and testing for the exper-
imental data in the next iteration. Note that experi-
mental data still refers to pseudodata replicas that are
generated using the real experimental data rather than
the generating-function.

In the pseudodata test, the same number of replicas are
used in the First Iteration and in the Second Itera-
tion. The number of replicas should be kept the same if
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for anti-quarks. In this fit, there are three parameters ↵q

and �q and Nq for each quark flavor, and for each anti-
quark it’s just Nq̄ plus m1. This results in a 9-parameter
fit. Fit 2 is a test to reproduce the same parameteri-
zation as in Fit 1. We note that in Fit 2 non of the
9 parameters are fixed or have bounds imposed. Both
of these first columns only consider u and d quarks and
antiquarks. The Fit 1 parameters were used as the ini-
tial values to perform Fit 2. The di↵erence in these two
sets of fit parameters demonstrates the challenge of sys-
tematic consistency with this method though some pa-
rameters match reasonably well. For fit 3 we use the
same convention but add in the strange quark so there is
an additional four parameters Ns, ↵s, �s, and Ns̄ which
leads to a 13-parameter fit. In order to initialize the 13
parameters in Fit 3, we use the corresponding values for
those parameters from Fit 2 and zeros for the rest. Fit
4 uses Eq. (27) for both quarks and antiquarks so that
the treatment of all three light-quark-flavors is the same.
In addition to the parameters from Fit 3, Fit 4 contains
six more parameters for the antiquarks. The result of Fit
4 leads to a larger Nq̄ value to compensate for the fact
that ↵s̄ and �s̄ are now present in the fit. However, the
motivation to perform Fit 4 in this way is to generalize
the Nq(x) in a flavor-independent fashion for quarks and
anti-quarks. Fit 4 is the final fit that we will use to gener-
ate pseudodata for testing purposes of the DNN fits and
for calculating model accuracy.

Parameter Fit 1 Fit 2 Fit 3 Fit 4
m1 0.8±0.9 3.87±0.31 7.0±0.6 7.0±4.0
Nu 0.18±0.04 0.475±0.03 0.89±0.05 0.89±0.06
↵u 1.0±0.6 2.41±0.16 2.78±0.17 2.75±0.11
�u 6.6±5.2 15.0±1.4 19.4±1.6 20.0±2.0
Nū -0.01±0.03 -0.032±0.017 -0.07±0.06 -0.12±0.06
↵ū - - - 0.4±0.5
�ū - - - 20.0±16.0
Nd -0.52±0.20 -1.25±0.19 -2.33±0.31 -2.4±0.4
↵d 1.9±1.5 1.5±0.4 2.5±0.4 2.7±0.6
�d 10±11 7.0±2.6 15.8±3.2 17.0±4.0
Nd̄ -0.06±0.06 -0.05±0.11 -0.29±-0.27 -0.7±0.5
↵d̄ - - - 1.5±0.6
�d̄ - - - 20±17
Ns - - -14.0±10.0 -20.0±40.0
↵s - - 4.9±3.3 4.7±3.0
�s - - 3.0±4.0 2.3±3.1
Ns̄ - - -0.1±0.2 20.0±5.0
↵s̄ - - - 9.5±1.4
�s̄ - - - 20.0±14.0

�
2
/Ndata 1.29 1.59 1.69 1.66

TABLE II. Collection of MINUIT fit results. Fit 1 is from
Anselmino et al [4], Fit 2: Re-fit as similar to [4], Fit 3: fit
results including strange-quarks, Fit 4: fit results with the
same treatment for all three light-quark-flavors.

C. DNN Method Testing

A systematic method of constructing, optimizing, and
testing the DNN fits is developed using pseudodata to
ensure a quality extraction from the experimental data.
Our approach uses a combination of Monte Carlo sam-
pling and synthetic data generation. The pseudodata
points are randomly generated by sampling within multi-
Gaussian distributions centered around each experimen-
tal data point, with variance given by the experimental
uncertainty. Many pseudodata DNN fits (instances) are
performed together to obtain the uncertainty of the re-
sulting DNN model (mean and distribution). The general
approach is to use existing experimental data to parame-
terize a fit function and then use it to generate new syn-
thetic data (replicas) with similar characteristics. The
pseudodata is generated with a known Sivers function
so that the extraction technique can be explicitly tested.
An error bar is assigned to each new data point which
is taken directly from the experimental uncertainties re-
ported for the complete set of kinematic bins. This ap-
proach aims to produce pseudodata that simulates the
experimental data as closely as possible with particular
sensitivity to phase space so that the test metrics are
also relevant for the real experimental extraction. To do
this the pseudodata generator must be very well-tuned to
the kinematic range of the experimental data. Hence, the
generating function contains as much feature space infor-
mation as possible. It’s important to emphasize here that
the metrics that we use to quantify the improvement in
the Second Iteration compared to the First Iteration
are sensitive to phase space. The accuracy (proximity of
the mean of the DNN fits to the true Sivers) is defined
as,

✏q(x, k?) =
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and precision (the standard deviation of replicas), as
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The generating-function used to produce the true value
of the Sivers is improved in the process of optimizing
the DNN hyperparameters. This approach allows the
generating-function and the DNN fit to improve with
each iteration. This allows more realistic data to be gen-
erated with each iteration which in turn allows better
hyperparameter optimization and testing for the exper-
imental data in the next iteration. Note that experi-
mental data still refers to pseudodata replicas that are
generated using the real experimental data rather than
the generating-function.

In the pseudodata test, the same number of replicas are
used in the First Iteration and in the Second Itera-
tion. The number of replicas should be kept the same if
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testing the DNN fits is developed using pseudodata to
ensure a quality extraction from the experimental data.
Our approach uses a combination of Monte Carlo sam-
pling and synthetic data generation. The pseudodata
points are randomly generated by sampling within multi-
Gaussian distributions centered around each experimen-
tal data point, with variance given by the experimental
uncertainty. Many pseudodata DNN fits (instances) are
performed together to obtain the uncertainty of the re-
sulting DNN model (mean and distribution). The general
approach is to use existing experimental data to parame-
terize a fit function and then use it to generate new syn-
thetic data (replicas) with similar characteristics. The
pseudodata is generated with a known Sivers function
so that the extraction technique can be explicitly tested.
An error bar is assigned to each new data point which
is taken directly from the experimental uncertainties re-
ported for the complete set of kinematic bins. This ap-
proach aims to produce pseudodata that simulates the
experimental data as closely as possible with particular
sensitivity to phase space so that the test metrics are
also relevant for the real experimental extraction. To do
this the pseudodata generator must be very well-tuned to
the kinematic range of the experimental data. Hence, the
generating function contains as much feature space infor-
mation as possible. It’s important to emphasize here that
the metrics that we use to quantify the improvement in
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The generating-function used to produce the true value
of the Sivers is improved in the process of optimizing
the DNN hyperparameters. This approach allows the
generating-function and the DNN fit to improve with
each iteration. This allows more realistic data to be gen-
erated with each iteration which in turn allows better
hyperparameter optimization and testing for the exper-
imental data in the next iteration. Note that experi-
mental data still refers to pseudodata replicas that are
generated using the real experimental data rather than
the generating-function.
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used in the First Iteration and in the Second Itera-
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and �q and Nq for each quark flavor, and for each anti-
quark it’s just Nq̄ plus m1. This results in a 9-parameter
fit. Fit 2 is a test to reproduce the same parameteri-
zation as in Fit 1. We note that in Fit 2 non of the
9 parameters are fixed or have bounds imposed. Both
of these first columns only consider u and d quarks and
antiquarks. The Fit 1 parameters were used as the ini-
tial values to perform Fit 2. The di↵erence in these two
sets of fit parameters demonstrates the challenge of sys-
tematic consistency with this method though some pa-
rameters match reasonably well. For fit 3 we use the
same convention but add in the strange quark so there is
an additional four parameters Ns, ↵s, �s, and Ns̄ which
leads to a 13-parameter fit. In order to initialize the 13
parameters in Fit 3, we use the corresponding values for
those parameters from Fit 2 and zeros for the rest. Fit
4 uses Eq. (27) for both quarks and antiquarks so that
the treatment of all three light-quark-flavors is the same.
In addition to the parameters from Fit 3, Fit 4 contains
six more parameters for the antiquarks. The result of Fit
4 leads to a larger Nq̄ value to compensate for the fact
that ↵s̄ and �s̄ are now present in the fit. However, the
motivation to perform Fit 4 in this way is to generalize
the Nq(x) in a flavor-independent fashion for quarks and
anti-quarks. Fit 4 is the final fit that we will use to gener-
ate pseudodata for testing purposes of the DNN fits and
for calculating model accuracy.
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Nd -0.52±0.20 -1.25±0.19 -2.33±0.31 -2.4±0.4
↵d 1.9±1.5 1.5±0.4 2.5±0.4 2.7±0.6
�d 10±11 7.0±2.6 15.8±3.2 17.0±4.0
Nd̄ -0.06±0.06 -0.05±0.11 -0.29±-0.27 -0.7±0.5
↵d̄ - - - 1.5±0.6
�d̄ - - - 20±17
Ns - - -14.0±10.0 -20.0±40.0
↵s - - 4.9±3.3 4.7±3.0
�s - - 3.0±4.0 2.3±3.1
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TABLE II. Collection of MINUIT fit results. Fit 1 is from
Anselmino et al [4], Fit 2: Re-fit as similar to [4], Fit 3: fit
results including strange-quarks, Fit 4: fit results with the
same treatment for all three light-quark-flavors.

C. DNN Method Testing

A systematic method of constructing, optimizing, and
testing the DNN fits is developed using pseudodata to
ensure a quality extraction from the experimental data.
Our approach uses a combination of Monte Carlo sam-
pling and synthetic data generation. The pseudodata
points are randomly generated by sampling within multi-
Gaussian distributions centered around each experimen-
tal data point, with variance given by the experimental
uncertainty. Many pseudodata DNN fits (instances) are
performed together to obtain the uncertainty of the re-
sulting DNN model (mean and distribution). The general
approach is to use existing experimental data to parame-
terize a fit function and then use it to generate new syn-
thetic data (replicas) with similar characteristics. The
pseudodata is generated with a known Sivers function
so that the extraction technique can be explicitly tested.
An error bar is assigned to each new data point which
is taken directly from the experimental uncertainties re-
ported for the complete set of kinematic bins. This ap-
proach aims to produce pseudodata that simulates the
experimental data as closely as possible with particular
sensitivity to phase space so that the test metrics are
also relevant for the real experimental extraction. To do
this the pseudodata generator must be very well-tuned to
the kinematic range of the experimental data. Hence, the
generating function contains as much feature space infor-
mation as possible. It’s important to emphasize here that
the metrics that we use to quantify the improvement in
the Second Iteration compared to the First Iteration
are sensitive to phase space. The accuracy (proximity of
the mean of the DNN fits to the true Sivers) is defined
as,
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The generating-function used to produce the true value
of the Sivers is improved in the process of optimizing
the DNN hyperparameters. This approach allows the
generating-function and the DNN fit to improve with
each iteration. This allows more realistic data to be gen-
erated with each iteration which in turn allows better
hyperparameter optimization and testing for the exper-
imental data in the next iteration. Note that experi-
mental data still refers to pseudodata replicas that are
generated using the real experimental data rather than
the generating-function.

In the pseudodata test, the same number of replicas are
used in the First Iteration and in the Second Itera-
tion. The number of replicas should be kept the same if
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motivation to perform Fit 4 in this way is to generalize
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�d 10±11 7.0±2.6 15.8±3.2 17.0±4.0
Nd̄ -0.06±0.06 -0.05±0.11 -0.29±-0.27 -0.7±0.5
↵d̄ - - - 1.5±0.6
�d̄ - - - 20±17
Ns - - -14.0±10.0 -20.0±40.0
↵s - - 4.9±3.3 4.7±3.0
�s - - 3.0±4.0 2.3±3.1
Ns̄ - - -0.1±0.2 20.0±5.0
↵s̄ - - - 9.5±1.4
�s̄ - - - 20.0±14.0

�
2
/Ndata 1.29 1.59 1.69 1.66

TABLE II. Collection of MINUIT fit results. Fit 1 is from
Anselmino et al [4], Fit 2: Re-fit as similar to [4], Fit 3: fit
results including strange-quarks, Fit 4: fit results with the
same treatment for all three light-quark-flavors.

C. DNN Method Testing

A systematic method of constructing, optimizing, and
testing the DNN fits is developed using pseudodata to
ensure a quality extraction from the experimental data.
Our approach uses a combination of Monte Carlo sam-
pling and synthetic data generation. The pseudodata
points are randomly generated by sampling within multi-
Gaussian distributions centered around each experimen-
tal data point, with variance given by the experimental
uncertainty. Many pseudodata DNN fits (instances) are
performed together to obtain the uncertainty of the re-
sulting DNN model (mean and distribution). The general
approach is to use existing experimental data to parame-
terize a fit function and then use it to generate new syn-
thetic data (replicas) with similar characteristics. The
pseudodata is generated with a known Sivers function
so that the extraction technique can be explicitly tested.
An error bar is assigned to each new data point which
is taken directly from the experimental uncertainties re-
ported for the complete set of kinematic bins. This ap-
proach aims to produce pseudodata that simulates the
experimental data as closely as possible with particular
sensitivity to phase space so that the test metrics are
also relevant for the real experimental extraction. To do
this the pseudodata generator must be very well-tuned to
the kinematic range of the experimental data. Hence, the
generating function contains as much feature space infor-
mation as possible. It’s important to emphasize here that
the metrics that we use to quantify the improvement in
the Second Iteration compared to the First Iteration
are sensitive to phase space. The accuracy (proximity of
the mean of the DNN fits to the true Sivers) is defined
as,

✏q(x, k?) =

0

@1 �

|�Nf (true)
q/p" � �Nf (mean)

q/p" |

�Nf (true)
q/p"

1

A ⇥ 100%,

(28)

and precision (the standard deviation of replicas), as

�q(x, k?) =

vuut
P

i

⇣
�Nf (i)

q/p" � �Nf (mean)
q/p"

⌘2

N
. (29)

The generating-function used to produce the true value
of the Sivers is improved in the process of optimizing
the DNN hyperparameters. This approach allows the
generating-function and the DNN fit to improve with
each iteration. This allows more realistic data to be gen-
erated with each iteration which in turn allows better
hyperparameter optimization and testing for the exper-
imental data in the next iteration. Note that experi-
mental data still refers to pseudodata replicas that are
generated using the real experimental data rather than
the generating-function.

In the pseudodata test, the same number of replicas are
used in the First Iteration and in the Second Itera-
tion. The number of replicas should be kept the same if
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for anti-quarks. In this fit, there are three parameters ↵q

and �q and Nq for each quark flavor, and for each anti-
quark it’s just Nq̄ plus m1. This results in a 9-parameter
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↵d 1.9±1.5 1.5±0.4 2.5±0.4 2.7±0.6
�d 10±11 7.0±2.6 15.8±3.2 17.0±4.0
Nd̄ -0.06±0.06 -0.05±0.11 -0.29±-0.27 -0.7±0.5
↵d̄ - - - 1.5±0.6
�d̄ - - - 20±17
Ns - - -14.0±10.0 -20.0±40.0
↵s - - 4.9±3.3 4.7±3.0
�s - - 3.0±4.0 2.3±3.1
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Anselmino et al [4], Fit 2: Re-fit as similar to [4], Fit 3: fit
results including strange-quarks, Fit 4: fit results with the
same treatment for all three light-quark-flavors.

C. DNN Method Testing

A systematic method of constructing, optimizing, and
testing the DNN fits is developed using pseudodata to
ensure a quality extraction from the experimental data.
Our approach uses a combination of Monte Carlo sam-
pling and synthetic data generation. The pseudodata
points are randomly generated by sampling within multi-
Gaussian distributions centered around each experimen-
tal data point, with variance given by the experimental
uncertainty. Many pseudodata DNN fits (instances) are
performed together to obtain the uncertainty of the re-
sulting DNN model (mean and distribution). The general
approach is to use existing experimental data to parame-
terize a fit function and then use it to generate new syn-
thetic data (replicas) with similar characteristics. The
pseudodata is generated with a known Sivers function
so that the extraction technique can be explicitly tested.
An error bar is assigned to each new data point which
is taken directly from the experimental uncertainties re-
ported for the complete set of kinematic bins. This ap-
proach aims to produce pseudodata that simulates the
experimental data as closely as possible with particular
sensitivity to phase space so that the test metrics are
also relevant for the real experimental extraction. To do
this the pseudodata generator must be very well-tuned to
the kinematic range of the experimental data. Hence, the
generating function contains as much feature space infor-
mation as possible. It’s important to emphasize here that
the metrics that we use to quantify the improvement in
the Second Iteration compared to the First Iteration
are sensitive to phase space. The accuracy (proximity of
the mean of the DNN fits to the true Sivers) is defined
as,
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The generating-function used to produce the true value
of the Sivers is improved in the process of optimizing
the DNN hyperparameters. This approach allows the
generating-function and the DNN fit to improve with
each iteration. This allows more realistic data to be gen-
erated with each iteration which in turn allows better
hyperparameter optimization and testing for the exper-
imental data in the next iteration. Note that experi-
mental data still refers to pseudodata replicas that are
generated using the real experimental data rather than
the generating-function.

In the pseudodata test, the same number of replicas are
used in the First Iteration and in the Second Itera-
tion. The number of replicas should be kept the same if
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DNN Method testing
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ū

d̄

s̄

Ø  Dashed lines represent the 
generating function in each 
iteration.

Ø A comparison:
Improving the generating function

     Fine-tuning the hyperparameters
 
Ø  Solid-lines and the band represent 

the mean and 68% CL with 1000 
replicas of the DNN model.

I. P. Fernando and D. Keller
Phys. Rev. D.108.054007 (2023)



Data Selection

9

the Sivers functions. The construction of the DNN mod-
els for proton and deuteron is analogous. To perform the
fit another First Iteration, as previously described, is
performed by developing and tuning a DNN model using
the data from the real experiment rather than pseudo-
data from the generating function. In the proceeding it-
erations, we use the generating function in order to tune
the hyperparameters to achieve the highest possible qual-
ity of fit in comparison with the results from the First
Iteration. Once a tuned model is obtained, we perform
an extended study for evaluating the algorithmic uncer-
tainty2 as well as the systematic uncertainty of the DNN
extraction method.

In order to elaborate on the pedagogy of this method,
we organize the remainder of this section into the follow-
ing subsections; (IVA) Data selection, (IVB) MINUIT
fits for the case of SU(3)flavor, (IV C) DNN model train-
ing with pseudodata, (IV D) DNN model training with
real experimental data.

A. Data selection

No data points were left out of our dataset intention-
ally because they were suspect or classified as outliers.
No kinematic cuts to exclude data points were applied.
There is more world data available that could be included
in our fit. Still, we chose to limit our data based on the
similarity of process and experimental configuration to
preserve consistency in this trial global fit with DNNs.
In this regard, we focus our attention on the fixed tar-
get SIDIS and DY data. For the proton DNN fits, some
data points will be left out of the training process for
validation studies but they will be reincorporated after
the appropriate number of epochs is determined for the
optimal model performance. For the neutron DNN fits,
the polarized 3He data from Je↵erson Lab [52] is used to
test the new projections of the DNN model trained on
the deuteron COMPASS data only.

Table I summarizes the kinematic coverage, the num-
ber of data points, and reaction types of the datasets
that are considered in this work. In addition to the
SIDIS datasets that are used in the fits, the polarized
DY dataset from the COMPASS experiment is also listed
in Table I as we demonstrate the predictive capability of
the DNN model by comparing the projections with the
real data points. The DY projections are made using
the trained SIDIS DNN model assuming a sign change
expected from conditional universality. For the case
of training the DNN model related to proton-target we
use HERMES2009 [53], COMPASS2015 [54] and HER-
MES2020 [55] data points associated with 1D kinematic
binning, leaving the HEREMES2020[55] data associated

2 Algorithmic uncertainty is the degree of increase in the distri-
bution of the resulting fits that is not directly from propagated
experimental error.

with the 3D kinematic binning to compare with the pro-
jections from the trained model. The COMPASS2009
[49] dataset with a polarized-deuteron target is used for
the neutron Sivers extraction as a separate DNN model.

Dataset Kinematic Reaction Data
coverage points

HERMES2009 0.023 < x < 0.4 p
" + �

⇤ ! ⇡
+ 21

(SIDIS) 0.2 < z < 0.7 p
" + �

⇤ ! ⇡
� 21

[53] 0.1 < phT < 0.9 p
" + �

⇤ ! ⇡
0 21

Q
2
> 1 GeV2

p
" + �

⇤ ! K
+ 21

p
" + �

⇤ ! K
� 21

HERMES2020 0.023 < x < 0.6 p
" + �

⇤ ! ⇡
+ 27, 64

(SIDIS) 0.2 < z < 0.7 p
" + �

⇤ ! ⇡
� 27, 64

[55] 0.1 < phT < 0.9 p
" + �

⇤ ! ⇡
0 27

Q
2
> 1 GeV2

p
" + �

⇤ ! K
+ 27, 64

p
" + �

⇤ ! K
� 27, 64

COMPASS2015 0.006 < x < 0.28 p
" + �

⇤ ! ⇡
+ 26

(SIDIS) 0.2 < z < 0.8 p
" + �

⇤ ! ⇡
� 26

[54] 0.15 < phT < 1.5 p
" + �

⇤ ! K
+ 26

Q
2
> 1 GeV2

p
" + �

⇤ ! K
� 26

COMPASS2009 0.006 < x < 0.28 d
" + �

⇤ ! ⇡
+ 26

(SIDIS) 0.2 < z < 0.8 d
" + �

⇤ ! ⇡
� 26

[49] 0.15 < phT < 1.5 d
" + �

⇤ ! K
+ 26

Q
2
> 1 GeV2

d
" + �

⇤ ! K
� 26

JLAB2011 0.156 < x < 0.396 3
He

" + �
⇤ ! ⇡

+ 4
(SIDIS) [52] 0.50 < z < 0.58 3

He
" + �

⇤ ! ⇡
� 4

0.24 < phT < 0.43
1.3 < Q

2
< 2.7

COMPASS2017 0.1 < xN < 0.25 p
" + ⇡

� ! l
+
l
�
X 15

(DY) [50] 0.3 < x⇡ < 0.7
4.3 < QM < 8.5
0.6 < qT < 1.9

TABLE I. The SIDIS and DY datasets that are considered
in the fits. The DY data is used as a demonstration of the
predictive capability of the DNN model. The projections are
made using the trained SIDIS DNN model assuming the sign
change to make predictions on the real experimental DY data
points. For HERMES2020, data is available with 1D kine-
matic bins as well as with 3D kinematic bins. Those with 3D
bin numbers are represented in bold font.

For the initial �2-minimization fit with MINUIT the
same datasets are used as in [4] for consistency which
is HERMES2009 [53], COMPASS2009 [49], and COM-
PASS2015 [54]. This fit is described in the next subsec-
tion.

B. MINUIT fits for SU(3)flavor

The analysis begins with a �2-minimization fit with
MINUIT similar to the approach in [4] except we expand
the number of parameters to treat each of the light-quark
flavors separately. The results of the MINUIT fits are
shown in Table II. Fit 1 is from the original fit results
from Anselmino et al directly from [4]. Here the Nq(x)
for the u and d quark used is Eq. (27) but Nq̄(x) = Nq̄

15

Proton DNN
model

Deuteron DNN
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HERMES2020 
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Projections from 
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3

anisotropy of quark momentum distributions for the up
and down quarks indicating that their motion in oppo-
site directions [1, 2]. This is manifestly due to quark or-
bital angular momentum (OAM). The most interesting
and relevant aspects of the OAM, such as magnitude and
partonic distribution shape as a function of the proton’s
state cannot be determined by the Sivers e↵ect alone.
However, systematic studies can be performed to investi-
gate the full 3D momentum distribution of the quarks in
a transversely polarized proton which can be used in con-
cert with other information to exploit multi-dimensional
partonic degrees of freedom using a variety of hard pro-
cesses. Here we focus specifically on SIDIS and DY but
it should be noted that there is significant potential in
broader model development that can come from combin-
ing all available data from multiple processes with ad-
ditional constraints using the simultaneous DNN fitting
approach presented here.

The Sivers function describes a di↵erence of probabili-
ties which implies it may not be positive definite. Making
a comparison between the Sivers function from the DY
process and the SIDIS process is still the focus of much
experimental and theoretical e↵ort. Under time reversal
the future-pointing Wilson lines are replaced by past-
pointing Wilson lines that are appropriate for factoriza-
tion in the DY process. This implies the Sivers function
is not uniquely defined and cannot exhibit process uni-
versality, as it depends on the contour of the Wilson line.
This feature of the Sivers function directly tied the QCD
interactions between the quarks (or gluons) active in the
process to the process dependence resulting in a condi-
tional universality such that [29],

�Nfq/p" (x, k?)
��
SIDIS

= � �Nfq/p" (x, k?)
��
DY

. (1)

This fundamental prediction remains to be tested. Direct
sign tests [4, 8, 30] can be performed but the experimental
proof would require an analysis over a broad phases space
of both SIDIS and DY with consideration to flavor and
kinematic sensitivity for both valance and sea quarks.
Our analysis will in part rely on this relationship rather
than making direct tests of the validity of the sign change.

A. SIDIS process

The Semi Inclusive Deep Inelastic Scattering (SIDIS)
process is scattering a lepton o↵ of a polarized nucleon,
and measuring the scattered lepton and a fragmented
hadron. In the nucleon-photon center of mass frame,
the nucleon three-momentum ~p is along the z-axis and
its spin-polarization ~ST is on the plane perpendicular
(transverse) to the ẑ-axis. In Fig. 1 the struct-quark,
virtual-photon (with four-momentum ~q), and the lep-
ton belong to a plane called “Lepton Plane” (represented
in yellow). The fragmented-hadron with momentum ~ph

and its projection onto the x̂ � ŷ (i.e. ~phT ) belong to
so-called “Hadron Plane” (represented in transparent-

green), therefore the transverse momentum ~k? of the
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FIG. 1. Kinematics of the SIDIS process in the nucleon-
photon center-of-mass frame.

struct-quark and ~phT are falling onto the transverse-plane
(represented in transparent-blue) perpendicular to both
lepton plane and hadron plane. The azimuthal angle �h

of the produced hadron h, and is the angle between the
lepton plane and the hadron plane [31]. The di↵erential
cross-section for the SIDIS process depends on both co-
linear parton distribution functions fq/p(x; Q2) and frag-
mentation functions Dh/q(z; Q2), where q is the quark
flavor, p represents the target proton, h is the hadron
type produced by the process and z is the momentum
fraction of the final state hadron with respect to the vir-
tual photon. A simplified version of the SIDIS di↵erential
cross-section can be written up to O(k?/Q) as [25, 32],

d5�lp!lhX

dxdQ2dzd2p?
=

X

q

e2
q

Z
d2k?

✓
2⇡↵2

x2s2

ŝ2 + û2

Q4

◆

⇥f̂q/p"(x, k?)Dh/q(z, p?) + O(k?/Q) , (2)

where ŝ, û are partonic Mandelstam invariants, and
f̂q/p"(x, k?) is the unpolarized quark distribution,

f̂q/p"(x, k?) = fq/p(x, k?) +
1

2
�Nfq/p"(x, k?)~ST · (p̂ ⇥ k̂?)

= fq/p(x, k?) �
k?
mp

f?q
1T (x, k?)~ST · (p̂ ⇥ k̂?)

(3)

with transverse momentum k? inside a transversely po-
larized (with spin ~ST ) proton with three-momentum
~p, where �Nfq/p"(x, k?) denotes Sivers functions that
carry the nucleon’s spin-polarization e↵ects on the quarks
which can be considered as a modulation to the unpolar-
ized quark PDFs [4],

�Nfq/p"(x, k?) = 2Nq(x)h(k?)fq/p(x, k?) (4)



Proton DNN Fit Results
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Calculated χtotal
2/Npt = 1.04 Ø  All data points are well-described by the proton-DNN model.

Ø  No kinematic cuts were implemented.

I. P. Fernando and D. Keller
Phys. Rev. D.108.054007 (2023)



DNN Method: With Real data 
(Quality of the extraction)

The qualitative improvement of the extracted Sivers functions for u (blue), d (red), and s (green) quarks at x = 0.1 and Q2=2.4 GeV2 
using the optimized proton-DNN model at the Second Iteration (solid-lines with dark-colored error bands with 68% CL), compared to 
the First Iteration (dashed-lines with light-colored error bands with 68% CL) 17
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Sivers functions from the “Proton” DNN Model

(x
)

(1
)

 f
N

∆x

u
d

u
d

 f 
(x

, k
  )

N
∆x

T

u
d

u
d

x k  (GeV)T

3−10 2−10 1−10 1

0

0.02

0.04

3−10 2−10 1−10 1

0.06−

0.04−

0.02−

0

3−10 2−10 1−10 1

0.01−

0

0.01

3−10 2−10 1−10 1

0.01−

0

0.01

0 0.5 1

0

0.05

0 0.5 1

0.1−

0.05−

0

0 0.5 1

0.01−

0

0.01

0 0.5 1

0.01−

0

0.01

Figure 1. Extracted Sivers distributions for u = uv + ū, d = dv + d̄, ū and d̄ at Q2 = 2.4 GeV2.
Left panel: the first moment of the Sivers functions, Eqs. (2.16) and (2.17) of the text, versus x.
Right panel: plots of the Sivers functions, Eq. (2.14) of the text, at x = 0.1 versus k?. The solid
lines correspond to the best fit. The dashed lines correspond to the positivity bound of the Sivers
functions. The shaded bands correspond to our estimate of 95% C.L. error.

It means that we assume the anti-quark Sivers functions to be proportional to the cor-
responding unpolarised PDFs; we have checked that a fit allowing for more complicated
structures of Eq. (2.14) for the anti-quarks, results in undefined values of the parameters ↵
and �.

The Sivers asymmetry measured in SIDIS can be expressed using our parameterisations
of TMD functions from Eqs. (2.12-2.15, 3.4) as

Asin(�h��S)
UT (x, y, z, PT ) =

[z2hk2?i+ hp2?i]hk
2
Si

2

[z2hk2Si+ hp2?i]
2hk2?i

exp

"
�

P 2
T z2(hk2Si � hk2?i)

(z2hk2Si+ hp2?i)(z
2hk2?i+ hp2?i)

#

⇥

p
2 e z PT

M1

P
q e

2
q Nq(x)fq(x)Dh/q(z)P
q e

2
q fq(x)Dh/q(z)

· (3.6)

Thus, we introduce a total of 9 free parameters for valence and sea-quark Sivers functions:
Nuv , Ndv , Nū, Nd̄, ↵u, �u, ↵d, �d, and M2

1 (GeV2). In order to estimate the errors on the
parameters and on the calculation of the asymmetries we follow the Monte Carlo sampling
method explained in Ref. [8]. That is, we generate samples of parameters ↵i, where each
↵i is an array of random values of {Nuv , Ndv , Nū, Nd̄,↵u,↵d,�u,�d,M2

1 }, in the vicinity of
the minimum found by MINUIT, ↵0, that defines the minimal total �2 value, �2

min. We

– 6 –
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Sivers 1st moments from the “Proton” Model
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A. DNN fit to SIDIS data

We now explore the results and compare some of our
final fits as well as projections with other global fits. To
do this we calculate Pearson’s reduced �2 statistic based
on the results from the DNN model and experimental
data point so that the �2 value provided from other work
can be used to make a quantitative comparison. Note
that the �2 values indicated in our plots are calculated
after the analysis is complete, rather than as a part of
the minimization process.

The plots of SIDIS Sivers asymmetry data and our
resulting DNN models (for proton and deuteron) are
shown in Fig. A.1, in the Appendix. Each plot in-
cludes the partial �2 values for the particular x, z, and
phT bins for each hadron type. HERMES2009 [53] (top-
left), HERMES2020 [55] (top-right), and COMPASS
2015 [54] (bottom-left) are described with the proton-
DNN model with a total �2/Npt = 1.04, whereas the
COMPASS2009 [49] (bottom-right) dataset is described
with the deuteron-DNN with a total �2/Npt = 0.81. In
comparison with [4], there are some improvements in de-
scribing the proton SIDIS data on ⇡± and K+ in HER-
MES 2009, which can be noticed quantitatively based on
the partial �2 values from the DNN model. This indicates
that the possible e↵ects attributed to the TMD evolution
[6, 44, 56] and were assumed to be the cause of the larger
�2 values in [4] for proton data on ⇡+ maybe somewhat
integrated into the DNN model. Although, HERMES
2020 [55] reported SIDIS data in 1D kinematic bins as
well as with 3D kinematic bins, in our fits we use the
data in the form of 1D kinematic bins to be consistent
with rest of the datasets in our fits.

The deuteron-DNN model’s description of COM-
PASS2009 [49] data is represented in the bottom-left sub-
figure of Fig. A.1. Without applying any cuts on the
data, the DNN model results in a total �2/Npt of 0.80
covering the full range in x, z, and phT kinematic pro-
jections from the COMPASS2009 dataset, in contrast to
the limited kinematic coverage considered in [5, 7, 9, 47];
especially, the data points at phT > 1 GeV are described
somewhat better by the deuteron-DNN model compare
to the fits in [4, 25]. This is expected and should be
interpreted as an indication that performing dedicated
fits to data specific to polarized nucleon targets enables
better information extraction. This is true for DNN as
well as other fitting approaches. The advantage of DNNs
in this case is to perform well, even with limited data.
We do not include JLab [52] data in our deuteron-DNN
model fits in order to use this data as a projection test for
the neutron Sivers asymmetry. Our projection indicates
good agreement with the 3He data but both the data and
the projects are largely consistent with zero. It is also
important to note that in this work we are not impos-
ing any isospin symmetry condition (f?u

1T = f?d
1T and/or

f?ū
1T = f?d̄

1T ) for the SIDIS data with the deuteron target
as was done in [9]. The successful construction of the two
di↵erent protons and neutron Sivers functions may be an

indication that our DNN approach can be particularly
useful for analyzing data from polarized nucleons in dif-
ferent nuclei. This could potentially open up a new way
of exploring the nuclear e↵ects associated with TMDs.

B. Sivers in Momentum Space

The extracted Sivers functions including the system-
atic uncertainties from the DNN models at x = 0.1 and
Q2 = 2.4 GeV are given in Fig. 8 represented by the
mean with 68% Confidence Level (CL) error-bands. The
corresponding optimized hyperparameter configurations
for the proton-DNN model and deuteron-DNN model are
C

f
p and C

f
d in Table III respectively. The Sivers func-

tions extracted using the deuteron-DNN model demon-
strate consistency with zero considering the accompa-
nying systematic uncertainties. However, this is still a
significant result considering the limitation in statistics
from SIDIS data with a deuteron target. The Sivers
functions extracted using the proton-DNN model has
small systematic uncertainties. Note that we are using
�Nfq/p"(x, k?) notation as in [4] to represent the Sivers
functions in our plots, and one can use Eq. (3) to convert
to f?q

1T (x, k?) notation.
It is also useful to compare the extracted Sivers func-

tions in k?-space to other extractions in the literature
although we have not included those curves in our plots.
In summary, the proton-DNN model extractions are rel-
atively precise with narrower error-bands compare to
[3, 4, 6, 7, 9, 10, 25].

C. Sivers First Transverse Moment

The first transverse moment of the Sivers functions
can be obtained through d2k?-integration of the Sivers
functions [4],

�Nf (1)
q/p"(x) =

Z
d2k?

k?
4mp

�Nfq/p"(x, k?)

= �f?(1)q
1T (x) =

p
e
2 hk2

?im3
1

mp(hk2
?i + m2

1)
2
Nq(x)fq(x; Q2)

(30)

The extracted first transverse moments of the Sivers
functions including the systematic uncertainties from the
DNN models are given in Fig. 9 with 68% CL error-bands

using the optimized hyperparameter configurations C2
and C3 in Table III respectively for proton-DNN model
and deuteron-DNN model. The calculated moments us-
ing the deuteron-DNN model are consistent with zero
based on the systematic uncertainties. In comparison

with the Fig. 1 in [47], the xf?(1)u
1T from DNN is more

consistent with [5, 6] in the vicinity of x = 0.1 although

it is consistent with [26] at x = 0.01. The the xf?(1)d
1T
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1T = f?d
1T and/or

f?ū
1T = f?d̄

1T ) for the SIDIS data with the deuteron target
as was done in [9]. The successful construction of the two
di↵erent protons and neutron Sivers functions may be an

indication that our DNN approach can be particularly
useful for analyzing data from polarized nucleons in dif-
ferent nuclei. This could potentially open up a new way
of exploring the nuclear e↵ects associated with TMDs.

B. Sivers in Momentum Space

The extracted Sivers functions including the system-
atic uncertainties from the DNN models at x = 0.1 and
Q2 = 2.4 GeV are given in Fig. 8 represented by the
mean with 68% Confidence Level (CL) error-bands. The
corresponding optimized hyperparameter configurations
for the proton-DNN model and deuteron-DNN model are
C

f
p and C

f
d in Table III respectively. The Sivers func-

tions extracted using the deuteron-DNN model demon-
strate consistency with zero considering the accompa-
nying systematic uncertainties. However, this is still a
significant result considering the limitation in statistics
from SIDIS data with a deuteron target. The Sivers
functions extracted using the proton-DNN model has
small systematic uncertainties. Note that we are using
�Nfq/p"(x, k?) notation as in [4] to represent the Sivers
functions in our plots, and one can use Eq. (3) to convert
to f?q

1T (x, k?) notation.
It is also useful to compare the extracted Sivers func-

tions in k?-space to other extractions in the literature
although we have not included those curves in our plots.
In summary, the proton-DNN model extractions are rel-
atively precise with narrower error-bands compare to
[3, 4, 6, 7, 9, 10, 25].

C. Sivers First Transverse Moment

The first transverse moment of the Sivers functions
can be obtained through d2k?-integration of the Sivers
functions [4],
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The extracted first transverse moments of the Sivers
functions including the systematic uncertainties from the
DNN models are given in Fig. 9 with 68% CL error-bands

using the optimized hyperparameter configurations C2
and C3 in Table III respectively for proton-DNN model
and deuteron-DNN model. The calculated moments us-
ing the deuteron-DNN model are consistent with zero
based on the systematic uncertainties. In comparison

with the Fig. 1 in [47], the xf?(1)u
1T from DNN is more

consistent with [5, 6] in the vicinity of x = 0.1 although

it is consistent with [26] at x = 0.01. The the xf?(1)d
1T
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FIG. 12. The proton-DNNmodel’s predictions (red) including
68% CL error-bands, for Sivers asymmetries in x1, x2, xF , qT ,
and QM kinematic projections for COMPASS DY kinematics
[50] in contrast with the measured data (blue).

part of a global e↵ort to understand the nucleon’s miss-
ing spin. A non-zero sea-quark Sivers asymmetry is in-
ferring that the sea quarks have non-zero orbital angular
momentum. The proton-DNN model predictions exhibit
consistency with the non-zero Sivers asymmetry from the
sea-quarks, with higher precision compared to the exist-
ing predictions [4, 6, 45], for the SpinQuest kinematics.
Additionally, in this work, we are reporting our projec-
tions for the polarized Drell-Yan Sivers asymmetries for
a deuteron target at the SpinQuest experiment, as shown
in Figure 13 by the orange-colored bands. Those central
lines are negative in all kinematic projections x1, x2, xF ,
and qT , nevertheless are consistent with zero which cor-
relates to the extracted Sivers functions shown in Fig. 8,
and Fig. 9. The proton-DNN model predicts a positive
slope with respect to qT for proton-target and a rela-
tively small negative slope for deuteron-target as shown
in the lower-right plot of the Fig. 13. To date, with the
exception of this work, no predictions have been made
for the polarized DY Sivers asymmetry using a deuteron

target, which will be measured during the SpinQuest ex-
periment. A noteworthy aspect of the forthcoming Spin-
Quest experiment is that, in addition to measuring the

Sivers asymmetry from proton and deuteron targets, it
will also ascertain the transversity distributions of both
quarks and gluons utilizing a tensor-polarized deuteron
Spin 1 target, as proposed in [62].

FIG. 13. The proton-DNN model (red) and the deuteron-
DNN model (orange) predictions including 68% CL error-
bands, for Sivers asymmetries in x1, x2, xF , and qT kinematic
projections for the SpinQuest DY kinematics [60, 61].

E. The 3D Tomography of Proton

The TMD density of unpolarized quarks inside a pro-
ton polarized in the ŷ-direction can be graphically repre-
sented using the relation [9, 47],

⇢a
p"(x, kx, ky; Q2) = fa

1 (x, k2
?; Q2) �

kx

mp
f?a
1T (x, k2

?; Q2),

(33)

where k? is a two-dimensional vector (kx, ky), and
the unpolarized TMD and the Sivers function for
quark-flavor a are represented as fa

1 (x, k2
?; Q2), and

f?a
1T (x, k2

?; Q2) respectively. The corresponding quark-
density distributions from our proton-DNN model for all
the light quark flavors in SU(3)flavor at x = 0.1 and
Q2 = 2.4 GeV2 are shown in Fig. 14. The observed
shift on each quark flavor is linked to the correlation be-
tween the OAM of quarks and the spin of the proton.
The results shown in Fig. 14 provide some evidence of
non-zero OAM in the wave function of the proton’s va-
lence quarks as well as for the sea quarks. The proton-
DNN model calculations for the u and d are similar to
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Projections from the “Proton” DNN Model

with the projections presented in the middle-right plot of
Fig. 15 generated by the proton-DNN model, while in [9],
the corresponding trend exhibits a very small negative slope
in relation to qT .
A nonzero sea-quark Sivers asymmetry is inferring that

the sea quarks have nonzero orbital angular momentum.
The proton-DNN model predictions exhibit consistency
with the nonzero Sivers asymmetry from the sea quarks,
with higher precision compared with existing predictions

[4,8,49], for the SpinQuest kinematics [64,67].
Additionally, in this work, we report our projections for
the polarized Drell-Yan Sivers asymmetries for a deuteron
target at the SpinQuest experiment, as shown in Fig. 16 by
the orange-colored bands. The mean of the deuteron DNN
model in all kinematic projections x1; x2; xF, and qT are
consistent with zero. The proton-DNN model predicts a
positive slope with respect to qT for a proton target as
shown in the lower-right plot of Fig. 16. To date, with the

FIG. 13. Projections of the of HERMES 2020 data for 3D kinematic bins, using the proton-DNN model including 68% C.L. error
bands (in red) in comparison with the actual data points (in blue).
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DNN Method: Results from the “Deuteron” Model
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A. DNN fit to SIDIS data

We now explore the results and compare some of our
final fits as well as projections with other global fits. To
do this we calculate Pearson’s reduced �2 statistic based
on the results from the DNN model and experimental
data point so that the �2 value provided from other work
can be used to make a quantitative comparison. Note
that the �2 values indicated in our plots are calculated
after the analysis is complete, rather than as a part of
the minimization process.

The plots of SIDIS Sivers asymmetry data and our
resulting DNN models (for proton and deuteron) are
shown in Fig. A.1, in the Appendix. Each plot in-
cludes the partial �2 values for the particular x, z, and
phT bins for each hadron type. HERMES2009 [53] (top-
left), HERMES2020 [55] (top-right), and COMPASS
2015 [54] (bottom-left) are described with the proton-
DNN model with a total �2/Npt = 1.04, whereas the
COMPASS2009 [49] (bottom-right) dataset is described
with the deuteron-DNN with a total �2/Npt = 0.81. In
comparison with [4], there are some improvements in de-
scribing the proton SIDIS data on ⇡± and K+ in HER-
MES 2009, which can be noticed quantitatively based on
the partial �2 values from the DNN model. This indicates
that the possible e↵ects attributed to the TMD evolution
[6, 44, 56] and were assumed to be the cause of the larger
�2 values in [4] for proton data on ⇡+ maybe somewhat
integrated into the DNN model. Although, HERMES
2020 [55] reported SIDIS data in 1D kinematic bins as
well as with 3D kinematic bins, in our fits we use the
data in the form of 1D kinematic bins to be consistent
with rest of the datasets in our fits.

The deuteron-DNN model’s description of COM-
PASS2009 [49] data is represented in the bottom-left sub-
figure of Fig. A.1. Without applying any cuts on the
data, the DNN model results in a total �2/Npt of 0.80
covering the full range in x, z, and phT kinematic pro-
jections from the COMPASS2009 dataset, in contrast to
the limited kinematic coverage considered in [5, 7, 9, 47];
especially, the data points at phT > 1 GeV are described
somewhat better by the deuteron-DNN model compare
to the fits in [4, 25]. This is expected and should be
interpreted as an indication that performing dedicated
fits to data specific to polarized nucleon targets enables
better information extraction. This is true for DNN as
well as other fitting approaches. The advantage of DNNs
in this case is to perform well, even with limited data.
We do not include JLab [52] data in our deuteron-DNN
model fits in order to use this data as a projection test for
the neutron Sivers asymmetry. Our projection indicates
good agreement with the 3He data but both the data and
the projects are largely consistent with zero. It is also
important to note that in this work we are not impos-
ing any isospin symmetry condition (f?u

1T = f?d
1T and/or

f?ū
1T = f?d̄

1T ) for the SIDIS data with the deuteron target
as was done in [9]. The successful construction of the two
di↵erent protons and neutron Sivers functions may be an

indication that our DNN approach can be particularly
useful for analyzing data from polarized nucleons in dif-
ferent nuclei. This could potentially open up a new way
of exploring the nuclear e↵ects associated with TMDs.

B. Sivers in Momentum Space

The extracted Sivers functions including the system-
atic uncertainties from the DNN models at x = 0.1 and
Q2 = 2.4 GeV are given in Fig. 8 represented by the
mean with 68% Confidence Level (CL) error-bands. The
corresponding optimized hyperparameter configurations
for the proton-DNN model and deuteron-DNN model are
C

f
p and C

f
d in Table III respectively. The Sivers func-

tions extracted using the deuteron-DNN model demon-
strate consistency with zero considering the accompa-
nying systematic uncertainties. However, this is still a
significant result considering the limitation in statistics
from SIDIS data with a deuteron target. The Sivers
functions extracted using the proton-DNN model has
small systematic uncertainties. Note that we are using
�Nfq/p"(x, k?) notation as in [4] to represent the Sivers
functions in our plots, and one can use Eq. (3) to convert
to f?q

1T (x, k?) notation.
It is also useful to compare the extracted Sivers func-

tions in k?-space to other extractions in the literature
although we have not included those curves in our plots.
In summary, the proton-DNN model extractions are rel-
atively precise with narrower error-bands compare to
[3, 4, 6, 7, 9, 10, 25].

C. Sivers First Transverse Moment

The first transverse moment of the Sivers functions
can be obtained through d2k?-integration of the Sivers
functions [4],

�Nf (1)
q/p"(x) =

Z
d2k?

k?
4mp

�Nfq/p"(x, k?)

= �f?(1)q
1T (x) =

p
e
2 hk2
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1

mp(hk2
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2
Nq(x)fq(x; Q2)

(30)

The extracted first transverse moments of the Sivers
functions including the systematic uncertainties from the
DNN models are given in Fig. 9 with 68% CL error-bands

using the optimized hyperparameter configurations C2
and C3 in Table III respectively for proton-DNN model
and deuteron-DNN model. The calculated moments us-
ing the deuteron-DNN model are consistent with zero
based on the systematic uncertainties. In comparison

with the Fig. 1 in [47], the xf?(1)u
1T from DNN is more

consistent with [5, 6] in the vicinity of x = 0.1 although

it is consistent with [26] at x = 0.01. The the xf?(1)d
1T

14

A. DNN fit to SIDIS data

We now explore the results and compare some of our
final fits as well as projections with other global fits. To
do this we calculate Pearson’s reduced �2 statistic based
on the results from the DNN model and experimental
data point so that the �2 value provided from other work
can be used to make a quantitative comparison. Note
that the �2 values indicated in our plots are calculated
after the analysis is complete, rather than as a part of
the minimization process.

The plots of SIDIS Sivers asymmetry data and our
resulting DNN models (for proton and deuteron) are
shown in Fig. A.1, in the Appendix. Each plot in-
cludes the partial �2 values for the particular x, z, and
phT bins for each hadron type. HERMES2009 [53] (top-
left), HERMES2020 [55] (top-right), and COMPASS
2015 [54] (bottom-left) are described with the proton-
DNN model with a total �2/Npt = 1.04, whereas the
COMPASS2009 [49] (bottom-right) dataset is described
with the deuteron-DNN with a total �2/Npt = 0.81. In
comparison with [4], there are some improvements in de-
scribing the proton SIDIS data on ⇡± and K+ in HER-
MES 2009, which can be noticed quantitatively based on
the partial �2 values from the DNN model. This indicates
that the possible e↵ects attributed to the TMD evolution
[6, 44, 56] and were assumed to be the cause of the larger
�2 values in [4] for proton data on ⇡+ maybe somewhat
integrated into the DNN model. Although, HERMES
2020 [55] reported SIDIS data in 1D kinematic bins as
well as with 3D kinematic bins, in our fits we use the
data in the form of 1D kinematic bins to be consistent
with rest of the datasets in our fits.

The deuteron-DNN model’s description of COM-
PASS2009 [49] data is represented in the bottom-left sub-
figure of Fig. A.1. Without applying any cuts on the
data, the DNN model results in a total �2/Npt of 0.80
covering the full range in x, z, and phT kinematic pro-
jections from the COMPASS2009 dataset, in contrast to
the limited kinematic coverage considered in [5, 7, 9, 47];
especially, the data points at phT > 1 GeV are described
somewhat better by the deuteron-DNN model compare
to the fits in [4, 25]. This is expected and should be
interpreted as an indication that performing dedicated
fits to data specific to polarized nucleon targets enables
better information extraction. This is true for DNN as
well as other fitting approaches. The advantage of DNNs
in this case is to perform well, even with limited data.
We do not include JLab [52] data in our deuteron-DNN
model fits in order to use this data as a projection test for
the neutron Sivers asymmetry. Our projection indicates
good agreement with the 3He data but both the data and
the projects are largely consistent with zero. It is also
important to note that in this work we are not impos-
ing any isospin symmetry condition (f?u

1T = f?d
1T and/or

f?ū
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Deuteron DNN Fit Results
Ø No kinematic cuts are applied

Deuteron-DNN model can describe data reasonably well
Ø No iso-spin symmetry conditions are applied
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Deuteron DNN Projections for JLab Kinematics
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DNN Model Projections: DY

3

anisotropy of quark momentum distributions for the up
and down quarks indicating that their motion in oppo-
site directions [1, 2]. This is manifestly due to quark or-
bital angular momentum (OAM). The most interesting
and relevant aspects of the OAM, such as magnitude and
partonic distribution shape as a function of the proton’s
state cannot be determined by the Sivers e↵ect alone.
However, systematic studies can be performed to investi-
gate the full 3D momentum distribution of the quarks in
a transversely polarized proton which can be used in con-
cert with other information to exploit multi-dimensional
partonic degrees of freedom using a variety of hard pro-
cesses. Here we focus specifically on SIDIS and DY but
it should be noted that there is significant potential in
broader model development that can come from combin-
ing all available data from multiple processes with ad-
ditional constraints using the simultaneous DNN fitting
approach presented here.

The Sivers function describes a di↵erence of probabili-
ties which implies it may not be positive definite. Making
a comparison between the Sivers function from the DY
process and the SIDIS process is still the focus of much
experimental and theoretical e↵ort. Under time reversal
the future-pointing Wilson lines are replaced by past-
pointing Wilson lines that are appropriate for factoriza-
tion in the DY process. This implies the Sivers function
is not uniquely defined and cannot exhibit process uni-
versality, as it depends on the contour of the Wilson line.
This feature of the Sivers function directly tied the QCD
interactions between the quarks (or gluons) active in the
process to the process dependence resulting in a condi-
tional universality such that [29],

�Nfq/p" (x, k?)
��
SIDIS

= � �Nfq/p" (x, k?)
��
DY

. (1)

This fundamental prediction remains to be tested. Direct
sign tests [4, 8, 30] can be performed but the experimental
proof would require an analysis over a broad phases space
of both SIDIS and DY with consideration to flavor and
kinematic sensitivity for both valance and sea quarks.
Our analysis will in part rely on this relationship rather
than making direct tests of the validity of the sign change.

A. SIDIS process

The Semi Inclusive Deep Inelastic Scattering (SIDIS)
process is scattering a lepton o↵ of a polarized nucleon,
and measuring the scattered lepton and a fragmented
hadron. In the nucleon-photon center of mass frame,
the nucleon three-momentum ~p is along the z-axis and
its spin-polarization ~ST is on the plane perpendicular
(transverse) to the ẑ-axis. In Fig. 1 the struct-quark,
virtual-photon (with four-momentum ~q), and the lep-
ton belong to a plane called “Lepton Plane” (represented
in yellow). The fragmented-hadron with momentum ~ph

and its projection onto the x̂ � ŷ (i.e. ~phT ) belong to
so-called “Hadron Plane” (represented in transparent-

green), therefore the transverse momentum ~k? of the
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~p

FIG. 1. Kinematics of the SIDIS process in the nucleon-
photon center-of-mass frame.

struct-quark and ~phT are falling onto the transverse-plane
(represented in transparent-blue) perpendicular to both
lepton plane and hadron plane. The azimuthal angle �h

of the produced hadron h, and is the angle between the
lepton plane and the hadron plane [31]. The di↵erential
cross-section for the SIDIS process depends on both co-
linear parton distribution functions fq/p(x; Q2) and frag-
mentation functions Dh/q(z; Q2), where q is the quark
flavor, p represents the target proton, h is the hadron
type produced by the process and z is the momentum
fraction of the final state hadron with respect to the vir-
tual photon. A simplified version of the SIDIS di↵erential
cross-section can be written up to O(k?/Q) as [25, 32],

d5�lp!lhX

dxdQ2dzd2p?
=

X

q

e2
q

Z
d2k?

✓
2⇡↵2

x2s2

ŝ2 + û2

Q4

◆

⇥f̂q/p"(x, k?)Dh/q(z, p?) + O(k?/Q) , (2)

where ŝ, û are partonic Mandelstam invariants, and
f̂q/p"(x, k?) is the unpolarized quark distribution,

f̂q/p"(x, k?) = fq/p(x, k?) +
1

2
�Nfq/p"(x, k?)~ST · (p̂ ⇥ k̂?)

= fq/p(x, k?) �
k?
mp

f?q
1T (x, k?)~ST · (p̂ ⇥ k̂?)

(3)

with transverse momentum k? inside a transversely po-
larized (with spin ~ST ) proton with three-momentum
~p, where �Nfq/p"(x, k?) denotes Sivers functions that
carry the nucleon’s spin-polarization e↵ects on the quarks
which can be considered as a modulation to the unpolar-
ized quark PDFs [4],

�Nfq/p"(x, k?) = 2Nq(x)h(k?)fq/p(x, k?) (4)
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COMPASS 2017 DY Projections

satisfy the requirements imposed by the factorization
theorems [52].
For each data-taking year separately, all fiveTSAs present

in the cross section [see Eq. (1)] are extracted period by
period and then averaged. The extraction of the asymmetries
is performed using an extended unbinned maximum like-
lihood estimator, where all five modulations are fitted
simultaneously using dimuon events produced in each target
cell for the two directions of the target polarization. The
estimator is based on the method developed for the
COMPASS SIDIS TSA analyses [65]. In this approach,
flux and acceptance-dependent systematic uncertainties are
minimized. The TSAs are evaluated in one-dimensional
kinematic bins as a function of xN, xπ , dimuon Feynman
variable xF, qT, orMμμ, integrating over the entire accepted
range of all other variables. In order to evaluate theTSAs, the
amplitudes of the modulations are corrected for the depo-
larization factors and for the effective proton polarization
f · hPTi. The depolarization factors and the dilution factor
are applied as weights on an event-by-event basis. The
depolarization factors are evaluated using the approximation
λ ¼ 1. Known deviations from this assumption with λ
ranging between 0.5 and 1 [66–68] decrease the normali-
zation by at most 5%. This effect is not included in the total
uncertainties. The largest systematic uncertainties for the
TSAs are attributed to residual variations of the experimental
conditions. Such instabilities may result in changes of the
spectrometer acceptance, which may not be entirely can-
celled when combining the data in a given period. The
corresponding systematic effects are quantified by evaluat-
ing various types of false asymmetries, similar to the
COMPASS SIDIS analyses [40,69], and by checking the
stability of the results over the periods. Thorough studies
performed separately for the two data-taking years revealed
somewhat larger systematic effects and instabilities for 2018
compared to 2015. The systematic point-to-point uncertain-
ties associated with the TSAs were estimated to be between
0.7 to 0.8 times the corresponding statistical uncertainties in
2015 and between 1.0 to 1.2 in 2018. For the two years, the
normalization uncertainties associated with target polariza-
tion and overall dilution factor are 5% and 12%, respec-
tively. For each TSA, the 2015 and 2018 results are
combined by calculating the weighted average in each
kinematic bin, taking into account the quadratically added
statistical and systematic uncertainties.
In Fig. 1, the combined 2015 and 2018 COMPASS

results obtained for the three twist-2 TSAs AsinφS
T ,

Asinð2φCSþφSÞ
T , and Asinð2φCS−φSÞ

T are shown as a function of
the variables xN, xπ , xF, qT, and Mμμ. Compared to the
previous analysis of only the 2015 data [30], adding the
2018 data and enlarging the dimuon mass range increased
the statistical precision of the measurement by a factor of
1.5 [59]. The presented TSAs are compared with recent
theoretical predictions, which are based on calculations
performed in Ref. [52]. These predictions are obtained by

using for each bin the appropriate average kinematic values
given by the event population. For each TSA, four different
calculations based on two different approaches are pre-
sented. The first approach is solely based on model
predictions for pion and proton TMD PDFs using the
light-front constituent quark model (LFCQM) [70–77] and
the spectator model (SPM) [78–82]. The second is a
“hybrid” approach, in which model inputs are restricted
to the usage of LFCQM and SPM for the pion Boer-
Mulders function, while the nonperturbative inputs for the
proton TMD PDFs are taken from available parametriza-
tions extracted from experimental data (“Torino” fit [48],
“JAM20” global fit [53] and “LP15” fit [83]). The MSTW
extraction [84] was used for the collinear proton PDF f1;p,
while for the collinear pion PDF f1;π the SMRS [85] fits
were used. In these predictions, the TMD evolution is
implemented at next-to-leading logarithmic precision for
all twist-2 TSAs. The model calculations were performed
using the sign-change hypothesis for both the nucleon
Sivers and Boer-Mulders TMD PDFs [52,86]. Within the
current experimental precision, the models considered here
are consistent with the data, and none can be considered
preferred.
The Sivers TSA AsinφS

T is predicted to be positive in the
entire kinematic range [52], which is in agreement with
the COMPASS data points shown in Fig. 1. The average
Sivers TSA, hAsinφS

T i ¼ 0.070% 0.037ðstatÞ % 0.031ðsystÞ,
is found to be above zero at about 1.5 standard deviations of
the total uncertainty. In the left panel of Fig. 2, the Sivers
TSA is shown together with model predictions [52]
evaluated with and without the sign-change hypothesis,
shown as dark-shaded curves in the top and light-shaded

FIG. 1. Kinematic dependences of the Sivers, pretzelosity, and
transversity TSAs (top to bottom). Inner (outer) error bars
represent statistical (total experimental) uncertainties. For theo-
retical predictions see text.
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COMPASS 2024

Note: These proton-DNN projections based on the assuming the sign-change 
           of the Sivers functions

at CERN [57]. Beam particles were scattered off a set of
consecutive cylindrical targets, mounted coaxially along
the beam axis, which is chosen as the z axis of the
spectrometer. The polarized proton (NH3) target consisted
of two cylindrical cells, each 55 cm long and 4 cm in
diameter [58]. The two cells were polarized vertically
(transverse to the beam axis) in opposite directions,
allowing data to be taken with up- and down-spin ori-
entations simultaneously. In order to compensate for the
differences in the dimuon acceptance of the two cells,
the polarization of the target was periodically reversed. The
reversals were performed nearly every two weeks to reduce
possible acceptance variations over time. The target trans-
verse polarization was preserved using a 0.6 T dipole
magnetic field with a relaxation time of about 1000 h [58].
The magnitude of the average proton polarization during
the 2015 and 2018 measurements was hPTi ≈ 0.7. The
resolution of the reconstructed interaction vertex position
along the z axis was estimated to be of order of 10 cm for
the DY events produced in the polarized target region. The
cells were separated by a 20 cm gap to minimize migration
of events from one cell to the other. The dilution factor,
accounting for the fraction of polarizable nucleons in the
target and the migration of reconstructed events from one
target cell to the other, was calculated to be hfi ≈ 0.18 [59].
Both contributions were evaluated as a function of kin-
ematic variables and were taken into account on an event-
by-event basis.
A 240 cm long hadron absorber made of aluminium

oxide with a cylindrical tungsten core of 5 cm in diameter
was placed 135 cm downstream of the polarized target.
The COMPASS spectrometer configuration used during

the DY measurements was essentially the same as during
SIDIS measurements [24,39,43]. The hadrons produced in
pion-nucleon interactions in the target region were mostly
stopped by the absorber. Charged particles were detected
by the system of tracking detectors in the two-stage
spectrometer. The COMPASS muon identification systems,
consisting of a set of large-area trackers and hadron
absorbers, allowed the selection of muon tracks. The
triggering of dimuon events required the hit pattern of
several hodoscope planes to be consistent with two muon
candidates originating from the target region. These hodo-
scope systems covered a wide acceptance in muon polar
angle θμ (8 mrad < θμ < 160 mrad).
The physics data taking in 2015 (2018) was performed in

nine (eight) periods, each consisting of two consecutive,
about week-long subperiods with opposite target polar-
izations. For the analysis presented in this Letter, both 2015
and 2018 data were iteratively reprocessed, improving
detector calibrations and alignment, and optimizing the
reconstruction settings.
The data collected in each given (sub-)period were

analyzed independently for possible instabilities of kin-
ematic and azimuthal distributions, which could be due to

unnoticed detector or trigger problems. Dimuon event
candidates are selected requiring reconstructed tracks of
an incoming pion and at least two oppositely charged
outgoing muons associated with a common production
vertex. Production vertices are required to be within the
fiducial volumes of the polarized-target cells. A set of
selection criteria was applied to ensure the quality of the
reconstructed tracks, the reliability of the muon identifi-
cation and to verify that the topology of the dimuon events
is consistent with the registered trigger patterns.
The dimuon transverse momentum qT is required to be

above 0.4 GeV=c to ensure sufficient resolution of the
azimuthal angles φCS and φS. In order to reduce back-
ground from two-muon events that are not produced via the
DY process, the dimuon mass range was chosen as
4.0 GeV=c2 < Mμμ < 9.0 GeV=c2. This range was
enlarged compared to our previous publication [30], where
stricter requirements on the invariant mass range were
applied: 4.3 GeV=c2 < Mμμ < 8.5 GeV=c2. At lower
masses, the background contamination consists of contri-
butions from ψ 0, J=ψ , semimuonic open-charm decays and
combinatorial background. Choosing the upper limit at
9.0 GeV=c2 practically eliminates the contribution of ϒ-
resonances. Based on Monte-Carlo studies (using the
PYTHIA-8 generator and the GEANT-4 based COMPASS
setup simulation tool), it was observed that the background
contribution depends dominantly on the mass. In the first
mass bin (4.00 GeV=c2 < Mμμ < 4.36 GeV=c2), the esti-
mated background amounts to about 30%, with the largest
contribution coming from the ψ 0 tail. It rapidly drops to 6%
in the next mass bin (4.36GeV=c2<Mμμ<5.12GeV=c2)
[59]. Over all the enlarged mass range the background was
estimated to be about 10%, while it was below 5% using the
previous selection [30]. Recent COMPASS studies indicate
that in the ψ 0 and J=ψ regions, and between them, the
asymmetries are small and compatible with zero within
0.5%–2% statistical precision. This suggests that the back-
ground represents only a dilution to the DY TSAs. The
appropriate weighting factors were evaluated on an event-
by-event basis as a function of Mμμ and included in the
overall dilution factor, assigning an additional 5% nor-
malization uncertainity to it, accounting for possible small
background asymmetries. After all selections, about
102000 dimuon events remained for analysis (50000 in
2015 and 52000 in 2018).
The Bjorken scaling variables related to the beam pion,

xπ , and the target nucleon, xN, have the following average
values: hxNi ¼ 0.16, hxπi ¼ 0.48. Hence, the kinematic
domain explored by the COMPASS measurement probes
mainly the valence quark region, where the expected
dominant TMD PDF contributions come from the u quarks
of the nucleon and the ū quark of the incoming π−. The
average values for dimuon transverse momentum (hqTi ¼
1.2 GeV=c) and invariant mass (hMμμi ¼ 5.1 GeV=c2)
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The dilution factor f and the depolarization factor D2

entering the definition of TSAs are calculated on an event-
by-event basis and are used to weight the asymmetries. For
the magnitude of the target polarization PT , an average
value is used for each data-taking period in order to avoid
possible systematic bias. In the evaluation of the depolari-
zation factors, the approximation λ ¼ 1 is used. Known
deviations from this assumption with λ ranging between 0.5
and 1 [35,36] decrease the normalization factor by at
most 5%.
The TSAs resulting from different periods are checked

for possible systematic effects. The largest systematic
uncertainty is due to possible residual variations of exper-
imental conditions within a given period. They are quanti-
fied by evaluating various types of false asymmetries in a
similar way as described in Refs. [12,30]. The systematic
point-to-point uncertainties are found to be about 0.7 times
the statistical uncertainties. The normalization uncertainties
originating from the uncertainties on target polarization
(5%) and dilution factor (8%) are not included in the quoted
systematic uncertainties.
The TSAs AsinφS

T , Asinð2φCS−φSÞ
T , and Asinð2φCSþφSÞ

T are
shown in Fig. 5 as a function of the variables xN , xπ ,
xF, and qT . Because of relatively large statistical uncer-
tainties, no clear trend is observed for any of the TSAs. The
full set of numerical values for all TSAs, including
correlation coefficients and mean kinematic values from
this measurement, is available on HepData [37]. The last
column in Fig. 5 shows the results for the three extracted
TSAs integrated over the entire kinematic range. The
average Sivers asymmetry AsinφS

T ¼ 0.060% 0.057ðstatÞ %
0.040ðsysÞ is found to be above 0 at about one standard
deviation of the total uncertainty. In Fig. 6, it is compared
with recent theoretical predictions from Refs. [19–21] that
are based on standard DGLAP and two different TMD
evolution approaches. (Note that the kinematic constraints
used in Refs. [19–21] differ from one another and also from
those used in our analysis.) The positive sign of these
theoretical predictions for the DY Sivers asymmetry was
obtained by using the sign-change hypothesis for the Sivers
TMD PDFs, and the numerical values are based on a fit of
SIDIS data for the Sivers TSA [9,11,12]. Figure 6 shows
that this first measurement of the DY Sivers asymmetry is

consistent with the predicted change of sign for the Sivers
function.
The average value for the TSAAsinð2φCS−φSÞ

T is measured to
be below 0 with a significance of about two standard
deviations. The obtained magnitude of the asymmetry is
in agreement with the model calculations of Ref. [38] and
can be used to study the universality of the nucleon trans-
versity function. The TSA Asinð2φCSþφSÞ

T , which is related to
the nucleon pretzelosity TMD PDFs, is measured to be
above 0 with a significance of about one standard deviation.
Since both Asinð2φCS−φSÞ

T and Asinð2φCSþφSÞ
T are related to the

pion Boer-Mulders PDFs, the obtained results may be used
to study this function further and to possibly determine its
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the selected high mass dimuons.

0.4−
0.2−

0

0.2

0.4 COMPASS
proton 2015 data

0.4−
0.2−

0

0.2

0.4

1−10 1−10×2

0.4−
0.2−

0

0.2

0.4

Nx

1−10×3 1
πx

0 0.5
Fx

1 2
(GeV/c)

T
q

integrated

si
n

Sϕ
T

A
)

Sϕ
−

C
S

ϕ
si

n(
2

T
A

) Sϕ
+

C
S

ϕ
si

n(
2

T
A

FIG. 5. Extracted Drell-Yan TSAs related to Sivers, trans-
versity, and pretzelosity TMD PDFs (top to bottom). Inner (outer)
error bars represent statistical (total experimental) uncertainties.
The normalization uncertainties due to target polarization (5%)
and dilution factor (8%) are not included in the error bars.

0.5− 0 0.5

0.1−

0

0.1

Sϕ
si

n

T
A

COMPASS 2015 data
DGLAP
TMD-1
TMD-2

Fx

FIG. 6. The measured mean Sivers asymmetry and the
theoretical predictions for different Q2 evolution schemes from
Refs. [19] (DGLAP), [20] (TMD1), and [21] (TMD2). The
dark-shaded (light-shaded) predictions are evaluated with (with-
out) the sign-change hypothesis. Uncertainties are as described
in Fig. 5.

PRL 119, 112002 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending

15 SEPTEMBER 2017

112002-5

27

JAM 2020

Proton-DNN model

Bury et al (2021)

PRL 119, 112002 (2017)

DGLAP: Anselmino et al (2017)
TMD-1 : Echevarria et al (2014)
TMD-2: Sun et al (2013) 

~ 0.04 (proton-DNN)

I. P. Fernando and D. Keller
Phys. Rev. D.108.054007 (2023)

I. P. Fernando and D. Keller
Phys. Rev. D.108.054007 (2023)

I. P. Fernando and D. Keller
Phys. Rev. D.108.054007 (2023)

I. P. Fernando and D. Keller
Phys. Rev. D.108.054007 (2023)

I. P. Fernando and D. Keller
Phys. Rev. D.108.054007 (2023)

Echevarria et al (2021)



DNN Model Projections: DY In Comparison with COMPASS 2024 Final

28

JAM 2020

Proton-DNN model

Bury et al (2021)

I. P. Fernando and D. Keller
Phys. Rev. D.108.054007 (2023)

I. P. Fernando and D. Keller
Phys. Rev. D.108.054007 (2023)

I. P. Fernando and D. Keller
Phys. Rev. D.108.054007 (2023)

I. P. Fernando and D. Keller
Phys. Rev. D.108.054007 (2023)

I. P. Fernando and D. Keller
Phys. Rev. D.108.054007 (2023)

curves in the bottom of the figure, respectively. Using the
band of the presented model predictions, the COMPASS
measurement is found to agree with the sign-change
hypothesis within less than 1 standard deviation of its total
uncertainty, while being away from the no-sign-change
hypothesis by about 2.5 to 3 standard deviations. In
addition, the present results do not support earlier expect-
ations of a large Sivers effect in the DY process at
COMPASS kinematics [25].
The transversity TSA Asinð2φCS−φSÞ

T is expected to be
negative, but larger in absolute value compared to the
Sivers TSA [52,87]. The average value for the transversity
TSA is measured to be below zero with a significance of
about 2 standard deviations, hAsinð2φCS−φSÞ

T i ¼ −0.131$
0.046ðstatÞ $ 0.047ðsystÞ. In the right panel of Fig. 2,
the average transversity TSA is shown together with model
calculations [52]. The COMPASS measurement is found to
agree in sign and magnitude with the band of available
model predictions, which supports the universal nature of
the transversity TMD PDFs.
As discussed in Refs. [52,86], the negative sign of the

transversity TSA implies a positive sign of the ū π− Boer-
Mulders TMD PDF. Together with the positive sign of the
cosð2φCSÞ modulation found in the unpolarized Drell-Yan
data taken with a π− beam [66,67], which suggests the same
sign for the ū pion and u proton Boer-Mulders TMD PDFs,
it follows that the latter function has a positive sign in
the Drell-Yan process. Since this positive sign is opposite
to the negative sign found for this function in SIDIS
[88,89], the present TSA data strongly support the sign
change of the proton Boer-Mulders function between DY
and SIDIS. We note that all theory calculations shown in
Figs. 1 and 2 for the transversity TSA assume such a sign
change for the proton Boer-Mulders TMD PDF.
The pretzelosity TSA Asinð2φCSþφSÞ

T is predicted to be very
small, which is explained by the magnitude of the pretze-
losity TMD PDFs and kinematic suppression factors [52].
The measured average value, hAsinð2φCSþφSÞ

T i ¼ −0.027$
0.046ðstatÞ $ 0.043ðsystÞ, is indeed found to be small
and compatible with zero within uncertainties. For
the two higher-twist TSAs, the averaged values

hAsinðφCS−φSÞ
T i ¼ 0.113$ 0.076ðstatÞ $ 0.071ðsystÞ and

hAsinðφCSþφSÞ
T i ¼ −0.071$ 0.071ðstatÞ $ 0.064ðsystÞ are

consistent with zero within about 1 standard deviation of
the total uncertainty. Compared to the twist-2 TSAs, the
statistical uncertainties of the two TSAs related to higher-
twist TMD PDFs are notably larger, which is explained by
the relative smallness of the depolarization factor D3. No
predictions are available for these twist-3 TSAs. The full set
of numerical values for the extended and the narrower mass
ranges is available upon request.
The new COMPASS results presented in this Letter

supersede the previous ones from our first publication [30].
They demonstrate the importance and the potential of
measuring the DY process with transversely polarized
nucleon targets, thereby paving the way for new projects
aiming to perform similar studies at CERN and elsewhere
[90–92].
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FIG. 2. Left panel: Measured average Sivers TSA and theo-
retical predictions from different models from Ref. [52]. The
dark-shaded (light-shaded) predictions are evaluated with (with-
out) the sign-change hypothesis. Right panel: Measured average
transversity TSA and theoretical predictions from different
models from Ref. [52]. Otherwise as in Fig. 1.
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at CERN [57]. Beam particles were scattered off a set of
consecutive cylindrical targets, mounted coaxially along
the beam axis, which is chosen as the z axis of the
spectrometer. The polarized proton (NH3) target consisted
of two cylindrical cells, each 55 cm long and 4 cm in
diameter [58]. The two cells were polarized vertically
(transverse to the beam axis) in opposite directions,
allowing data to be taken with up- and down-spin ori-
entations simultaneously. In order to compensate for the
differences in the dimuon acceptance of the two cells,
the polarization of the target was periodically reversed. The
reversals were performed nearly every two weeks to reduce
possible acceptance variations over time. The target trans-
verse polarization was preserved using a 0.6 T dipole
magnetic field with a relaxation time of about 1000 h [58].
The magnitude of the average proton polarization during
the 2015 and 2018 measurements was hPTi ≈ 0.7. The
resolution of the reconstructed interaction vertex position
along the z axis was estimated to be of order of 10 cm for
the DY events produced in the polarized target region. The
cells were separated by a 20 cm gap to minimize migration
of events from one cell to the other. The dilution factor,
accounting for the fraction of polarizable nucleons in the
target and the migration of reconstructed events from one
target cell to the other, was calculated to be hfi ≈ 0.18 [59].
Both contributions were evaluated as a function of kin-
ematic variables and were taken into account on an event-
by-event basis.
A 240 cm long hadron absorber made of aluminium

oxide with a cylindrical tungsten core of 5 cm in diameter
was placed 135 cm downstream of the polarized target.
The COMPASS spectrometer configuration used during

the DY measurements was essentially the same as during
SIDIS measurements [24,39,43]. The hadrons produced in
pion-nucleon interactions in the target region were mostly
stopped by the absorber. Charged particles were detected
by the system of tracking detectors in the two-stage
spectrometer. The COMPASS muon identification systems,
consisting of a set of large-area trackers and hadron
absorbers, allowed the selection of muon tracks. The
triggering of dimuon events required the hit pattern of
several hodoscope planes to be consistent with two muon
candidates originating from the target region. These hodo-
scope systems covered a wide acceptance in muon polar
angle θμ (8 mrad < θμ < 160 mrad).
The physics data taking in 2015 (2018) was performed in

nine (eight) periods, each consisting of two consecutive,
about week-long subperiods with opposite target polar-
izations. For the analysis presented in this Letter, both 2015
and 2018 data were iteratively reprocessed, improving
detector calibrations and alignment, and optimizing the
reconstruction settings.
The data collected in each given (sub-)period were

analyzed independently for possible instabilities of kin-
ematic and azimuthal distributions, which could be due to

unnoticed detector or trigger problems. Dimuon event
candidates are selected requiring reconstructed tracks of
an incoming pion and at least two oppositely charged
outgoing muons associated with a common production
vertex. Production vertices are required to be within the
fiducial volumes of the polarized-target cells. A set of
selection criteria was applied to ensure the quality of the
reconstructed tracks, the reliability of the muon identifi-
cation and to verify that the topology of the dimuon events
is consistent with the registered trigger patterns.
The dimuon transverse momentum qT is required to be

above 0.4 GeV=c to ensure sufficient resolution of the
azimuthal angles φCS and φS. In order to reduce back-
ground from two-muon events that are not produced via the
DY process, the dimuon mass range was chosen as
4.0 GeV=c2 < Mμμ < 9.0 GeV=c2. This range was
enlarged compared to our previous publication [30], where
stricter requirements on the invariant mass range were
applied: 4.3 GeV=c2 < Mμμ < 8.5 GeV=c2. At lower
masses, the background contamination consists of contri-
butions from ψ 0, J=ψ , semimuonic open-charm decays and
combinatorial background. Choosing the upper limit at
9.0 GeV=c2 practically eliminates the contribution of ϒ-
resonances. Based on Monte-Carlo studies (using the
PYTHIA-8 generator and the GEANT-4 based COMPASS
setup simulation tool), it was observed that the background
contribution depends dominantly on the mass. In the first
mass bin (4.00 GeV=c2 < Mμμ < 4.36 GeV=c2), the esti-
mated background amounts to about 30%, with the largest
contribution coming from the ψ 0 tail. It rapidly drops to 6%
in the next mass bin (4.36GeV=c2<Mμμ<5.12GeV=c2)
[59]. Over all the enlarged mass range the background was
estimated to be about 10%, while it was below 5% using the
previous selection [30]. Recent COMPASS studies indicate
that in the ψ 0 and J=ψ regions, and between them, the
asymmetries are small and compatible with zero within
0.5%–2% statistical precision. This suggests that the back-
ground represents only a dilution to the DY TSAs. The
appropriate weighting factors were evaluated on an event-
by-event basis as a function of Mμμ and included in the
overall dilution factor, assigning an additional 5% nor-
malization uncertainity to it, accounting for possible small
background asymmetries. After all selections, about
102000 dimuon events remained for analysis (50000 in
2015 and 52000 in 2018).
The Bjorken scaling variables related to the beam pion,

xπ , and the target nucleon, xN, have the following average
values: hxNi ¼ 0.16, hxπi ¼ 0.48. Hence, the kinematic
domain explored by the COMPASS measurement probes
mainly the valence quark region, where the expected
dominant TMD PDF contributions come from the u quarks
of the nucleon and the ū quark of the incoming π−. The
average values for dimuon transverse momentum (hqTi ¼
1.2 GeV=c) and invariant mass (hMμμi ¼ 5.1 GeV=c2)
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Ø  SpinQuest (E1039) experiment at 
Fermilab is aiming to extract the Sivers 
function for the light-sea quarks.

Ø  Unpolarized 120 GeV proton beam 
with polarized proton and deuteron 
targets (separately).

Ø  Proton-DNN model predictions (Red)
 Deuteron-DNN model predictions 
(Orange)
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the lack of kinematic cuts, making the resulting model more
robust and still sensitive to a range of kinematic variables.
The TMD factorization formula for the SIDIS hadronic

tensor Wμν was defined in [6,16],

Wμν ¼
X

f

jHfðQ2; μÞjμν

×
Z

d2k⊥d2p⊥δð2Þðzhk⊥ þ p⊥ − phTÞ

× Ff=N↑ðx; zhk⊥; S; μ; ζFÞDh=fðzh; p⊥; μ; ζDÞ

þ YðphT;Q2Þ; ð34Þ

where all nonperturbative information (the soft part) is
encoded in Ff=N↑ and the Dh=f whereas the perturbatively
calculable hard part is denoted by jHfðQ2; μÞjμν. For
preserving the validity of TMD factorization normally
strict kinematic cuts are applied. However, applying strin-
gent cuts to already limited experimental data reduces the
statistical significance of the model and may lead to the loss
of valuable information. We explore a range of possible
cuts with the intention of preserving as much data as
possible and taking care to not introduce bias by only
selecting data that lead to better fits. The unique feature of
DNNs to perform well even when trained on a broader
range of data with complex correlations serves as a major
advantage over fitting analytically. It then serves, whenever
there is not a direct conflict with the necessary factorization
theorem, to include data points from regions that might
otherwise be excluded in traditional kinematic cuts
allowing the DNN model to build implicit inclusion of
the necessary corrections.
DNNs have the ability to implicitly capture higher-order

effects that would be near impossible to obtain using a
direct analytical fit unless the initial Ansatz is very lucky or
the function form has been proven to contain the necessary
physics. TMD factorization relies on specific assumptions
about the dominance of certain terms in the cross section
calculation. One critical limitation is qhT ≪ Q which is
required for the derivation of the factorization property
suitable for the case of relatively low transverse momen-
tum. In this factorization scheme approximations are made
that have errors of order (qhT=Q). For qhT greater than Q,
the conventional formalism, with integrated fragmentation
functions, would no longer be valid. This directly leads to
the restriction of SIDIS data to a region where phT ≪ zQ,
which can severely reduce the available data. TMD
factorization loses accuracy at large qhT , with fractional
errors characterized as ðqhT=QÞα. The Collins and Soper
approach [16] gives (m=Q) errors for the full range of qhT
which treats the TMD term as a first approximation to the
cross section and allows for the application of a correction
by applying an additive approximation from the ordinary
collinear factorization. Such corrections can be implicitly

captured when training a DNN model over the full range of
phT . This is the case even if the assumptions such
corrections are based on are not relevant in all kinematic
regions of the applicable data. The only requirement is that
TMD factorization does not break down at a rigid boundary
but instead, remains valid but at a cost to the models’
accuracy. The scale of such errors can be numerically
estimated so there is an advantage to using as much data as
possible and then studying the systematic effects of certain
limitations. This approach allows the implicit inclusion of
higher-order effects in the DNN model, providing the
means for a more comprehensive analysis that can handle
a wider kinematic range without sacrificing factorization
validity. However, careful consideration and validation are
necessary to ensure the reliability of the model as well as
accurate quantification of the systematic error as a function
of phT .
The applicability of TMD factorization was ensured by

applying cuts to SIDIS data based on various criteria in the
literature. Although the limit qT ≪ Q [12,13,15,16,69–72]
covers the conventional TMD factorization formalism, the
large-Q requirement is needed for suppressing the power
corrections ∼m2=Q2 and ∼Λ2=Q2, where Λ is a general
nonperturbative scale of QCD. Sincem and Λ are ∼1 GeV,
the Q > 2 GeV condition was applied on top of the δ ¼
phT=ðzQÞ ≤ 0.3 condition in [7,11] although the phenom-
enological region for δ is 0.2–0.3 in order for the TMD
factorization to be valid. It is practically well known by the
effort on global fits, that accommodating more data points
is a bigger challenge when using a smaller lower bound for
δ. Therefore, a more conservative limit qT=Q < 0.75 was
used in [9] to retain a large enough dataset to perform a
meaningful fit. On the other hand, a combination of cuts,
Q2 > 1.63 GeV2, 0.2 < z < 0.6, 0.2 < phT < 0.9 GeV,
was applied in [5], and also discussed in detail in [73]
with the standpoint that data which satisfy phT ≪ Q may
not satisfy qT ≪ Q depending on the value of zh because
qT ≃ phT=zh, and therefore be difficult to describe in a
TMD approach. In addition to Sivers function extractions
this is also the case for other TMDs extractions [74].
In this exploratory effort with DNNs, such later-

mentioned power corrections are not directly imposed.
In addition to the data basic cut Q2 > 1 GeV2 we per-
formed Q2 > 2 GeV2 and phT < zQ cuts separately with
the proton-DNN model to understand the impact on the
extracted Sivers functions. In addition, a dedicated DNN fit
has been performed with the JAM20 [5] cuts: i.e.
Q2 > 1.63 GeV2, 0.2 < z < 0.6, 0.2 < phT < 0.9 GeV
as a demonstration of impact from such a selective
combination of cuts on the extracted Sivers functions.
The results are plotted in Fig. 17 only representing the

Sivers functions for u, d flavors. In summary, all cuts
analyzed which respect Q2 > 2 GeV2 and phT < zQ,
except the JAM20 [5] cuts, are consistent with the DNN
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So far, the applicability of TMD factorization was ensured by 
applying cuts to SIDIS data based on various criteria in the literature. 

model that only contains theQ2 > 1 GeV2 cut which is the
same as without any cuts at all. Note that Q2 > 1 GeV2 is
the recommended generic cut in [16] assuming the appli-
cation of corrections and error estimates for increasing qT .
The deviation measured in this study of cuts that is strictly
dependent on qT is only of ∼2% so it is clearly advanta-
geous to incorporate a wide range of qT to ensure that there
is implicit inclusion of these corrective contributions to the
hadronic tensor from the Y term built into the DNN model.
Figure 18 shows the resultant Sivers functions from proton
DNN for all six light-quark flavors with relatively small
uncertainty bands caused by the selection of cuts in JAM20
[5]. Note that the uncertainty band represents the statistical
component with 68% C.L. from 1000 replica models.

B. Systematic study on choice of hðk⊥Þ
In the original framework [4], the Sivers function is

written as the factorized form, Eq. (4), where hðk⊥Þ is
understood to be of an unknown form that is simply
postulated by the authors (in [4]) based on the assumed
kinematic response. Indeed, the analytical expression of
hðk⊥Þ has been treated with various types of ansatz and
mostly with the Gaussian type of parametrization
[4,5,7,35,51]. It is also entirely possible that this term
has nothing to do with the proper theoretical treatment as
suggested in [6]. When a term in the factorized TMD
expression is required to manage some kinematic behavior
but has not been formally derived, the DNN analysis
presented can be particularly useful as it allows for a
high-quality fit despite the dependence of hðk⊥Þ. After the
determination of the other terms using the DNN, like
N qðxÞ in this case, the terms can then be separated and
studied independently to determine the interpretation. If
hðk⊥Þ or any of the multiplicative terms are biases then the
DNN can be used to compensate for the bias. This is done
by building an architecture that has orders of magnitude
more parameters (usually thousands) than the expression in
question, hðk⊥Þ in this case. This effectively reduces the
weight of hðk⊥Þ in the fit. This can be done progressively
and systematically with intentional control of how much
each term contributes to the fit. In the fit performed for this
analysis, we build the DNN to optimize the loss directly so
the contribution of hðk⊥Þ to the final fit is small though the
DNN becomes specialized to the particular hðk⊥Þ. In this
way, the DNN directly mitigates any type of incorrect
Ansatz if the final number of DNN parameters is very large
with respect to hðk⊥Þ. This can be done while still
rendering a high-quality numerical model encoding all
information available in the data. The DNN term becomes
uniquely parametrized to account for the biases while the
resulting combination of terms in the model remains largely
unbiased, even though each individual term may not be
independently meaningful. It should be noted that for our
analysis the choice of having the DNN modelN qðxÞ rather
than N qðxÞhðk⊥Þ or some other choice is arbitrary and
done purely as an exercise to demonstrate the flexibility of
the technique. To study the systematic variation of the
choice of hðk⊥Þ, we used the same candidate functions for
hðk⊥Þ that were also used in [35]. Those are

hðk⊥Þ ¼
ffiffiffiffiffi
2e

p k⊥
m1

e−k
2
⊥=m

2
1 ð35Þ

and

hðk⊥Þ ¼
2k⊥m1

m2
1 þ k2⊥

: ð36Þ

The model must be trained separately with each hðk⊥Þ
creating entirely different models for N qðxÞ that result in

FIG. 18. Sivers functions from a retrained DNN model using
the cuts [65] to the data demonstrating that being selective with
the data can reduce the error bands of the fit but may also add an
unintentional bias.

FIG. 17. Solid lines with light band represent the u (in blue), d
(in red) Sivers functions using the cut Q2 > 1 GeV2. These
resulting DNN models made from the cuts from all tests are also
shown.
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the lack of kinematic cuts, making the resulting model more
robust and still sensitive to a range of kinematic variables.
The TMD factorization formula for the SIDIS hadronic

tensor Wμν was defined in [6,16],

Wμν ¼
X

f

jHfðQ2; μÞjμν

×
Z

d2k⊥d2p⊥δð2Þðzhk⊥ þ p⊥ − phTÞ

× Ff=N↑ðx; zhk⊥; S; μ; ζFÞDh=fðzh; p⊥; μ; ζDÞ

þ YðphT;Q2Þ; ð34Þ

where all nonperturbative information (the soft part) is
encoded in Ff=N↑ and the Dh=f whereas the perturbatively
calculable hard part is denoted by jHfðQ2; μÞjμν. For
preserving the validity of TMD factorization normally
strict kinematic cuts are applied. However, applying strin-
gent cuts to already limited experimental data reduces the
statistical significance of the model and may lead to the loss
of valuable information. We explore a range of possible
cuts with the intention of preserving as much data as
possible and taking care to not introduce bias by only
selecting data that lead to better fits. The unique feature of
DNNs to perform well even when trained on a broader
range of data with complex correlations serves as a major
advantage over fitting analytically. It then serves, whenever
there is not a direct conflict with the necessary factorization
theorem, to include data points from regions that might
otherwise be excluded in traditional kinematic cuts
allowing the DNN model to build implicit inclusion of
the necessary corrections.
DNNs have the ability to implicitly capture higher-order

effects that would be near impossible to obtain using a
direct analytical fit unless the initial Ansatz is very lucky or
the function form has been proven to contain the necessary
physics. TMD factorization relies on specific assumptions
about the dominance of certain terms in the cross section
calculation. One critical limitation is qhT ≪ Q which is
required for the derivation of the factorization property
suitable for the case of relatively low transverse momen-
tum. In this factorization scheme approximations are made
that have errors of order (qhT=Q). For qhT greater than Q,
the conventional formalism, with integrated fragmentation
functions, would no longer be valid. This directly leads to
the restriction of SIDIS data to a region where phT ≪ zQ,
which can severely reduce the available data. TMD
factorization loses accuracy at large qhT , with fractional
errors characterized as ðqhT=QÞα. The Collins and Soper
approach [16] gives (m=Q) errors for the full range of qhT
which treats the TMD term as a first approximation to the
cross section and allows for the application of a correction
by applying an additive approximation from the ordinary
collinear factorization. Such corrections can be implicitly

captured when training a DNN model over the full range of
phT . This is the case even if the assumptions such
corrections are based on are not relevant in all kinematic
regions of the applicable data. The only requirement is that
TMD factorization does not break down at a rigid boundary
but instead, remains valid but at a cost to the models’
accuracy. The scale of such errors can be numerically
estimated so there is an advantage to using as much data as
possible and then studying the systematic effects of certain
limitations. This approach allows the implicit inclusion of
higher-order effects in the DNN model, providing the
means for a more comprehensive analysis that can handle
a wider kinematic range without sacrificing factorization
validity. However, careful consideration and validation are
necessary to ensure the reliability of the model as well as
accurate quantification of the systematic error as a function
of phT .
The applicability of TMD factorization was ensured by

applying cuts to SIDIS data based on various criteria in the
literature. Although the limit qT ≪ Q [12,13,15,16,69–72]
covers the conventional TMD factorization formalism, the
large-Q requirement is needed for suppressing the power
corrections ∼m2=Q2 and ∼Λ2=Q2, where Λ is a general
nonperturbative scale of QCD. Sincem and Λ are ∼1 GeV,
the Q > 2 GeV condition was applied on top of the δ ¼
phT=ðzQÞ ≤ 0.3 condition in [7,11] although the phenom-
enological region for δ is 0.2–0.3 in order for the TMD
factorization to be valid. It is practically well known by the
effort on global fits, that accommodating more data points
is a bigger challenge when using a smaller lower bound for
δ. Therefore, a more conservative limit qT=Q < 0.75 was
used in [9] to retain a large enough dataset to perform a
meaningful fit. On the other hand, a combination of cuts,
Q2 > 1.63 GeV2, 0.2 < z < 0.6, 0.2 < phT < 0.9 GeV,
was applied in [5], and also discussed in detail in [73]
with the standpoint that data which satisfy phT ≪ Q may
not satisfy qT ≪ Q depending on the value of zh because
qT ≃ phT=zh, and therefore be difficult to describe in a
TMD approach. In addition to Sivers function extractions
this is also the case for other TMDs extractions [74].
In this exploratory effort with DNNs, such later-

mentioned power corrections are not directly imposed.
In addition to the data basic cut Q2 > 1 GeV2 we per-
formed Q2 > 2 GeV2 and phT < zQ cuts separately with
the proton-DNN model to understand the impact on the
extracted Sivers functions. In addition, a dedicated DNN fit
has been performed with the JAM20 [5] cuts: i.e.
Q2 > 1.63 GeV2, 0.2 < z < 0.6, 0.2 < phT < 0.9 GeV
as a demonstration of impact from such a selective
combination of cuts on the extracted Sivers functions.
The results are plotted in Fig. 17 only representing the

Sivers functions for u, d flavors. In summary, all cuts
analyzed which respect Q2 > 2 GeV2 and phT < zQ,
except the JAM20 [5] cuts, are consistent with the DNN
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3.  JAM2020

the lack of kinematic cuts, making the resulting model more
robust and still sensitive to a range of kinematic variables.
The TMD factorization formula for the SIDIS hadronic

tensor Wμν was defined in [6,16],

Wμν ¼
X

f

jHfðQ2; μÞjμν

×
Z

d2k⊥d2p⊥δð2Þðzhk⊥ þ p⊥ − phTÞ

× Ff=N↑ðx; zhk⊥; S; μ; ζFÞDh=fðzh; p⊥; μ; ζDÞ

þ YðphT;Q2Þ; ð34Þ

where all nonperturbative information (the soft part) is
encoded in Ff=N↑ and the Dh=f whereas the perturbatively
calculable hard part is denoted by jHfðQ2; μÞjμν. For
preserving the validity of TMD factorization normally
strict kinematic cuts are applied. However, applying strin-
gent cuts to already limited experimental data reduces the
statistical significance of the model and may lead to the loss
of valuable information. We explore a range of possible
cuts with the intention of preserving as much data as
possible and taking care to not introduce bias by only
selecting data that lead to better fits. The unique feature of
DNNs to perform well even when trained on a broader
range of data with complex correlations serves as a major
advantage over fitting analytically. It then serves, whenever
there is not a direct conflict with the necessary factorization
theorem, to include data points from regions that might
otherwise be excluded in traditional kinematic cuts
allowing the DNN model to build implicit inclusion of
the necessary corrections.
DNNs have the ability to implicitly capture higher-order

effects that would be near impossible to obtain using a
direct analytical fit unless the initial Ansatz is very lucky or
the function form has been proven to contain the necessary
physics. TMD factorization relies on specific assumptions
about the dominance of certain terms in the cross section
calculation. One critical limitation is qhT ≪ Q which is
required for the derivation of the factorization property
suitable for the case of relatively low transverse momen-
tum. In this factorization scheme approximations are made
that have errors of order (qhT=Q). For qhT greater than Q,
the conventional formalism, with integrated fragmentation
functions, would no longer be valid. This directly leads to
the restriction of SIDIS data to a region where phT ≪ zQ,
which can severely reduce the available data. TMD
factorization loses accuracy at large qhT , with fractional
errors characterized as ðqhT=QÞα. The Collins and Soper
approach [16] gives (m=Q) errors for the full range of qhT
which treats the TMD term as a first approximation to the
cross section and allows for the application of a correction
by applying an additive approximation from the ordinary
collinear factorization. Such corrections can be implicitly

captured when training a DNN model over the full range of
phT . This is the case even if the assumptions such
corrections are based on are not relevant in all kinematic
regions of the applicable data. The only requirement is that
TMD factorization does not break down at a rigid boundary
but instead, remains valid but at a cost to the models’
accuracy. The scale of such errors can be numerically
estimated so there is an advantage to using as much data as
possible and then studying the systematic effects of certain
limitations. This approach allows the implicit inclusion of
higher-order effects in the DNN model, providing the
means for a more comprehensive analysis that can handle
a wider kinematic range without sacrificing factorization
validity. However, careful consideration and validation are
necessary to ensure the reliability of the model as well as
accurate quantification of the systematic error as a function
of phT .
The applicability of TMD factorization was ensured by

applying cuts to SIDIS data based on various criteria in the
literature. Although the limit qT ≪ Q [12,13,15,16,69–72]
covers the conventional TMD factorization formalism, the
large-Q requirement is needed for suppressing the power
corrections ∼m2=Q2 and ∼Λ2=Q2, where Λ is a general
nonperturbative scale of QCD. Sincem and Λ are ∼1 GeV,
the Q > 2 GeV condition was applied on top of the δ ¼
phT=ðzQÞ ≤ 0.3 condition in [7,11] although the phenom-
enological region for δ is 0.2–0.3 in order for the TMD
factorization to be valid. It is practically well known by the
effort on global fits, that accommodating more data points
is a bigger challenge when using a smaller lower bound for
δ. Therefore, a more conservative limit qT=Q < 0.75 was
used in [9] to retain a large enough dataset to perform a
meaningful fit. On the other hand, a combination of cuts,
Q2 > 1.63 GeV2, 0.2 < z < 0.6, 0.2 < phT < 0.9 GeV,
was applied in [5], and also discussed in detail in [73]
with the standpoint that data which satisfy phT ≪ Q may
not satisfy qT ≪ Q depending on the value of zh because
qT ≃ phT=zh, and therefore be difficult to describe in a
TMD approach. In addition to Sivers function extractions
this is also the case for other TMDs extractions [74].
In this exploratory effort with DNNs, such later-

mentioned power corrections are not directly imposed.
In addition to the data basic cut Q2 > 1 GeV2 we per-
formed Q2 > 2 GeV2 and phT < zQ cuts separately with
the proton-DNN model to understand the impact on the
extracted Sivers functions. In addition, a dedicated DNN fit
has been performed with the JAM20 [5] cuts: i.e.
Q2 > 1.63 GeV2, 0.2 < z < 0.6, 0.2 < phT < 0.9 GeV
as a demonstration of impact from such a selective
combination of cuts on the extracted Sivers functions.
The results are plotted in Fig. 17 only representing the

Sivers functions for u, d flavors. In summary, all cuts
analyzed which respect Q2 > 2 GeV2 and phT < zQ,
except the JAM20 [5] cuts, are consistent with the DNN
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the lack of kinematic cuts, making the resulting model more
robust and still sensitive to a range of kinematic variables.
The TMD factorization formula for the SIDIS hadronic

tensor Wμν was defined in [6,16],

Wμν ¼
X

f

jHfðQ2; μÞjμν

×
Z

d2k⊥d2p⊥δð2Þðzhk⊥ þ p⊥ − phTÞ

× Ff=N↑ðx; zhk⊥; S; μ; ζFÞDh=fðzh; p⊥; μ; ζDÞ

þ YðphT;Q2Þ; ð34Þ

where all nonperturbative information (the soft part) is
encoded in Ff=N↑ and the Dh=f whereas the perturbatively
calculable hard part is denoted by jHfðQ2; μÞjμν. For
preserving the validity of TMD factorization normally
strict kinematic cuts are applied. However, applying strin-
gent cuts to already limited experimental data reduces the
statistical significance of the model and may lead to the loss
of valuable information. We explore a range of possible
cuts with the intention of preserving as much data as
possible and taking care to not introduce bias by only
selecting data that lead to better fits. The unique feature of
DNNs to perform well even when trained on a broader
range of data with complex correlations serves as a major
advantage over fitting analytically. It then serves, whenever
there is not a direct conflict with the necessary factorization
theorem, to include data points from regions that might
otherwise be excluded in traditional kinematic cuts
allowing the DNN model to build implicit inclusion of
the necessary corrections.
DNNs have the ability to implicitly capture higher-order

effects that would be near impossible to obtain using a
direct analytical fit unless the initial Ansatz is very lucky or
the function form has been proven to contain the necessary
physics. TMD factorization relies on specific assumptions
about the dominance of certain terms in the cross section
calculation. One critical limitation is qhT ≪ Q which is
required for the derivation of the factorization property
suitable for the case of relatively low transverse momen-
tum. In this factorization scheme approximations are made
that have errors of order (qhT=Q). For qhT greater than Q,
the conventional formalism, with integrated fragmentation
functions, would no longer be valid. This directly leads to
the restriction of SIDIS data to a region where phT ≪ zQ,
which can severely reduce the available data. TMD
factorization loses accuracy at large qhT , with fractional
errors characterized as ðqhT=QÞα. The Collins and Soper
approach [16] gives (m=Q) errors for the full range of qhT
which treats the TMD term as a first approximation to the
cross section and allows for the application of a correction
by applying an additive approximation from the ordinary
collinear factorization. Such corrections can be implicitly

captured when training a DNN model over the full range of
phT . This is the case even if the assumptions such
corrections are based on are not relevant in all kinematic
regions of the applicable data. The only requirement is that
TMD factorization does not break down at a rigid boundary
but instead, remains valid but at a cost to the models’
accuracy. The scale of such errors can be numerically
estimated so there is an advantage to using as much data as
possible and then studying the systematic effects of certain
limitations. This approach allows the implicit inclusion of
higher-order effects in the DNN model, providing the
means for a more comprehensive analysis that can handle
a wider kinematic range without sacrificing factorization
validity. However, careful consideration and validation are
necessary to ensure the reliability of the model as well as
accurate quantification of the systematic error as a function
of phT .
The applicability of TMD factorization was ensured by

applying cuts to SIDIS data based on various criteria in the
literature. Although the limit qT ≪ Q [12,13,15,16,69–72]
covers the conventional TMD factorization formalism, the
large-Q requirement is needed for suppressing the power
corrections ∼m2=Q2 and ∼Λ2=Q2, where Λ is a general
nonperturbative scale of QCD. Sincem and Λ are ∼1 GeV,
the Q > 2 GeV condition was applied on top of the δ ¼
phT=ðzQÞ ≤ 0.3 condition in [7,11] although the phenom-
enological region for δ is 0.2–0.3 in order for the TMD
factorization to be valid. It is practically well known by the
effort on global fits, that accommodating more data points
is a bigger challenge when using a smaller lower bound for
δ. Therefore, a more conservative limit qT=Q < 0.75 was
used in [9] to retain a large enough dataset to perform a
meaningful fit. On the other hand, a combination of cuts,
Q2 > 1.63 GeV2, 0.2 < z < 0.6, 0.2 < phT < 0.9 GeV,
was applied in [5], and also discussed in detail in [73]
with the standpoint that data which satisfy phT ≪ Q may
not satisfy qT ≪ Q depending on the value of zh because
qT ≃ phT=zh, and therefore be difficult to describe in a
TMD approach. In addition to Sivers function extractions
this is also the case for other TMDs extractions [74].
In this exploratory effort with DNNs, such later-

mentioned power corrections are not directly imposed.
In addition to the data basic cut Q2 > 1 GeV2 we per-
formed Q2 > 2 GeV2 and phT < zQ cuts separately with
the proton-DNN model to understand the impact on the
extracted Sivers functions. In addition, a dedicated DNN fit
has been performed with the JAM20 [5] cuts: i.e.
Q2 > 1.63 GeV2, 0.2 < z < 0.6, 0.2 < phT < 0.9 GeV
as a demonstration of impact from such a selective
combination of cuts on the extracted Sivers functions.
The results are plotted in Fig. 17 only representing the

Sivers functions for u, d flavors. In summary, all cuts
analyzed which respect Q2 > 2 GeV2 and phT < zQ,
except the JAM20 [5] cuts, are consistent with the DNN
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In addition to the basic data  cut Q2> 1 GeV2 we 
performed  Q2> 2 GeV2 and,                     cuts 
separately with the proton-DNN model to 
understand the impact on the extracted Sivers 
functions. 

model that only contains theQ2 > 1 GeV2 cut which is the
same as without any cuts at all. Note that Q2 > 1 GeV2 is
the recommended generic cut in [16] assuming the appli-
cation of corrections and error estimates for increasing qT .
The deviation measured in this study of cuts that is strictly
dependent on qT is only of ∼2% so it is clearly advanta-
geous to incorporate a wide range of qT to ensure that there
is implicit inclusion of these corrective contributions to the
hadronic tensor from the Y term built into the DNN model.
Figure 18 shows the resultant Sivers functions from proton
DNN for all six light-quark flavors with relatively small
uncertainty bands caused by the selection of cuts in JAM20
[5]. Note that the uncertainty band represents the statistical
component with 68% C.L. from 1000 replica models.

B. Systematic study on choice of hðk⊥Þ
In the original framework [4], the Sivers function is

written as the factorized form, Eq. (4), where hðk⊥Þ is
understood to be of an unknown form that is simply
postulated by the authors (in [4]) based on the assumed
kinematic response. Indeed, the analytical expression of
hðk⊥Þ has been treated with various types of ansatz and
mostly with the Gaussian type of parametrization
[4,5,7,35,51]. It is also entirely possible that this term
has nothing to do with the proper theoretical treatment as
suggested in [6]. When a term in the factorized TMD
expression is required to manage some kinematic behavior
but has not been formally derived, the DNN analysis
presented can be particularly useful as it allows for a
high-quality fit despite the dependence of hðk⊥Þ. After the
determination of the other terms using the DNN, like
N qðxÞ in this case, the terms can then be separated and
studied independently to determine the interpretation. If
hðk⊥Þ or any of the multiplicative terms are biases then the
DNN can be used to compensate for the bias. This is done
by building an architecture that has orders of magnitude
more parameters (usually thousands) than the expression in
question, hðk⊥Þ in this case. This effectively reduces the
weight of hðk⊥Þ in the fit. This can be done progressively
and systematically with intentional control of how much
each term contributes to the fit. In the fit performed for this
analysis, we build the DNN to optimize the loss directly so
the contribution of hðk⊥Þ to the final fit is small though the
DNN becomes specialized to the particular hðk⊥Þ. In this
way, the DNN directly mitigates any type of incorrect
Ansatz if the final number of DNN parameters is very large
with respect to hðk⊥Þ. This can be done while still
rendering a high-quality numerical model encoding all
information available in the data. The DNN term becomes
uniquely parametrized to account for the biases while the
resulting combination of terms in the model remains largely
unbiased, even though each individual term may not be
independently meaningful. It should be noted that for our
analysis the choice of having the DNN modelN qðxÞ rather
than N qðxÞhðk⊥Þ or some other choice is arbitrary and
done purely as an exercise to demonstrate the flexibility of
the technique. To study the systematic variation of the
choice of hðk⊥Þ, we used the same candidate functions for
hðk⊥Þ that were also used in [35]. Those are

hðk⊥Þ ¼
ffiffiffiffiffi
2e

p k⊥
m1

e−k
2
⊥=m

2
1 ð35Þ

and

hðk⊥Þ ¼
2k⊥m1

m2
1 þ k2⊥

: ð36Þ

The model must be trained separately with each hðk⊥Þ
creating entirely different models for N qðxÞ that result in

FIG. 18. Sivers functions from a retrained DNN model using
the cuts [65] to the data demonstrating that being selective with
the data can reduce the error bands of the fit but may also add an
unintentional bias.

FIG. 17. Solid lines with light band represent the u (in blue), d
(in red) Sivers functions using the cut Q2 > 1 GeV2. These
resulting DNN models made from the cuts from all tests are also
shown.
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model that only contains theQ2 > 1 GeV2 cut which is the
same as without any cuts at all. Note that Q2 > 1 GeV2 is
the recommended generic cut in [16] assuming the appli-
cation of corrections and error estimates for increasing qT .
The deviation measured in this study of cuts that is strictly
dependent on qT is only of ∼2% so it is clearly advanta-
geous to incorporate a wide range of qT to ensure that there
is implicit inclusion of these corrective contributions to the
hadronic tensor from the Y term built into the DNN model.
Figure 18 shows the resultant Sivers functions from proton
DNN for all six light-quark flavors with relatively small
uncertainty bands caused by the selection of cuts in JAM20
[5]. Note that the uncertainty band represents the statistical
component with 68% C.L. from 1000 replica models.

B. Systematic study on choice of hðk⊥Þ
In the original framework [4], the Sivers function is

written as the factorized form, Eq. (4), where hðk⊥Þ is
understood to be of an unknown form that is simply
postulated by the authors (in [4]) based on the assumed
kinematic response. Indeed, the analytical expression of
hðk⊥Þ has been treated with various types of ansatz and
mostly with the Gaussian type of parametrization
[4,5,7,35,51]. It is also entirely possible that this term
has nothing to do with the proper theoretical treatment as
suggested in [6]. When a term in the factorized TMD
expression is required to manage some kinematic behavior
but has not been formally derived, the DNN analysis
presented can be particularly useful as it allows for a
high-quality fit despite the dependence of hðk⊥Þ. After the
determination of the other terms using the DNN, like
N qðxÞ in this case, the terms can then be separated and
studied independently to determine the interpretation. If
hðk⊥Þ or any of the multiplicative terms are biases then the
DNN can be used to compensate for the bias. This is done
by building an architecture that has orders of magnitude
more parameters (usually thousands) than the expression in
question, hðk⊥Þ in this case. This effectively reduces the
weight of hðk⊥Þ in the fit. This can be done progressively
and systematically with intentional control of how much
each term contributes to the fit. In the fit performed for this
analysis, we build the DNN to optimize the loss directly so
the contribution of hðk⊥Þ to the final fit is small though the
DNN becomes specialized to the particular hðk⊥Þ. In this
way, the DNN directly mitigates any type of incorrect
Ansatz if the final number of DNN parameters is very large
with respect to hðk⊥Þ. This can be done while still
rendering a high-quality numerical model encoding all
information available in the data. The DNN term becomes
uniquely parametrized to account for the biases while the
resulting combination of terms in the model remains largely
unbiased, even though each individual term may not be
independently meaningful. It should be noted that for our
analysis the choice of having the DNN modelN qðxÞ rather
than N qðxÞhðk⊥Þ or some other choice is arbitrary and
done purely as an exercise to demonstrate the flexibility of
the technique. To study the systematic variation of the
choice of hðk⊥Þ, we used the same candidate functions for
hðk⊥Þ that were also used in [35]. Those are

hðk⊥Þ ¼
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and

hðk⊥Þ ¼
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: ð36Þ

The model must be trained separately with each hðk⊥Þ
creating entirely different models for N qðxÞ that result in

FIG. 18. Sivers functions from a retrained DNN model using
the cuts [65] to the data demonstrating that being selective with
the data can reduce the error bands of the fit but may also add an
unintentional bias.

FIG. 17. Solid lines with light band represent the u (in blue), d
(in red) Sivers functions using the cut Q2 > 1 GeV2. These
resulting DNN models made from the cuts from all tests are also
shown.
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model that only contains theQ2 > 1 GeV2 cut which is the
same as without any cuts at all. Note that Q2 > 1 GeV2 is
the recommended generic cut in [16] assuming the appli-
cation of corrections and error estimates for increasing qT .
The deviation measured in this study of cuts that is strictly
dependent on qT is only of ∼2% so it is clearly advanta-
geous to incorporate a wide range of qT to ensure that there
is implicit inclusion of these corrective contributions to the
hadronic tensor from the Y term built into the DNN model.
Figure 18 shows the resultant Sivers functions from proton
DNN for all six light-quark flavors with relatively small
uncertainty bands caused by the selection of cuts in JAM20
[5]. Note that the uncertainty band represents the statistical
component with 68% C.L. from 1000 replica models.

B. Systematic study on choice of hðk⊥Þ
In the original framework [4], the Sivers function is

written as the factorized form, Eq. (4), where hðk⊥Þ is
understood to be of an unknown form that is simply
postulated by the authors (in [4]) based on the assumed
kinematic response. Indeed, the analytical expression of
hðk⊥Þ has been treated with various types of ansatz and
mostly with the Gaussian type of parametrization
[4,5,7,35,51]. It is also entirely possible that this term
has nothing to do with the proper theoretical treatment as
suggested in [6]. When a term in the factorized TMD
expression is required to manage some kinematic behavior
but has not been formally derived, the DNN analysis
presented can be particularly useful as it allows for a
high-quality fit despite the dependence of hðk⊥Þ. After the
determination of the other terms using the DNN, like
N qðxÞ in this case, the terms can then be separated and
studied independently to determine the interpretation. If
hðk⊥Þ or any of the multiplicative terms are biases then the
DNN can be used to compensate for the bias. This is done
by building an architecture that has orders of magnitude
more parameters (usually thousands) than the expression in
question, hðk⊥Þ in this case. This effectively reduces the
weight of hðk⊥Þ in the fit. This can be done progressively
and systematically with intentional control of how much
each term contributes to the fit. In the fit performed for this
analysis, we build the DNN to optimize the loss directly so
the contribution of hðk⊥Þ to the final fit is small though the
DNN becomes specialized to the particular hðk⊥Þ. In this
way, the DNN directly mitigates any type of incorrect
Ansatz if the final number of DNN parameters is very large
with respect to hðk⊥Þ. This can be done while still
rendering a high-quality numerical model encoding all
information available in the data. The DNN term becomes
uniquely parametrized to account for the biases while the
resulting combination of terms in the model remains largely
unbiased, even though each individual term may not be
independently meaningful. It should be noted that for our
analysis the choice of having the DNN modelN qðxÞ rather
than N qðxÞhðk⊥Þ or some other choice is arbitrary and
done purely as an exercise to demonstrate the flexibility of
the technique. To study the systematic variation of the
choice of hðk⊥Þ, we used the same candidate functions for
hðk⊥Þ that were also used in [35]. Those are
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ffiffiffiffiffi
2e

p k⊥
m1

e−k
2
⊥=m

2
1 ð35Þ

and

hðk⊥Þ ¼
2k⊥m1

m2
1 þ k2⊥

: ð36Þ

The model must be trained separately with each hðk⊥Þ
creating entirely different models for N qðxÞ that result in

FIG. 18. Sivers functions from a retrained DNN model using
the cuts [65] to the data demonstrating that being selective with
the data can reduce the error bands of the fit but may also add an
unintentional bias.

FIG. 17. Solid lines with light band represent the u (in blue), d
(in red) Sivers functions using the cut Q2 > 1 GeV2. These
resulting DNN models made from the cuts from all tests are also
shown.
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model that only contains theQ2 > 1 GeV2 cut which is the
same as without any cuts at all. Note that Q2 > 1 GeV2 is
the recommended generic cut in [16] assuming the appli-
cation of corrections and error estimates for increasing qT .
The deviation measured in this study of cuts that is strictly
dependent on qT is only of ∼2% so it is clearly advanta-
geous to incorporate a wide range of qT to ensure that there
is implicit inclusion of these corrective contributions to the
hadronic tensor from the Y term built into the DNN model.
Figure 18 shows the resultant Sivers functions from proton
DNN for all six light-quark flavors with relatively small
uncertainty bands caused by the selection of cuts in JAM20
[5]. Note that the uncertainty band represents the statistical
component with 68% C.L. from 1000 replica models.

B. Systematic study on choice of hðk⊥Þ
In the original framework [4], the Sivers function is

written as the factorized form, Eq. (4), where hðk⊥Þ is
understood to be of an unknown form that is simply
postulated by the authors (in [4]) based on the assumed
kinematic response. Indeed, the analytical expression of
hðk⊥Þ has been treated with various types of ansatz and
mostly with the Gaussian type of parametrization
[4,5,7,35,51]. It is also entirely possible that this term
has nothing to do with the proper theoretical treatment as
suggested in [6]. When a term in the factorized TMD
expression is required to manage some kinematic behavior
but has not been formally derived, the DNN analysis
presented can be particularly useful as it allows for a
high-quality fit despite the dependence of hðk⊥Þ. After the
determination of the other terms using the DNN, like
N qðxÞ in this case, the terms can then be separated and
studied independently to determine the interpretation. If
hðk⊥Þ or any of the multiplicative terms are biases then the
DNN can be used to compensate for the bias. This is done
by building an architecture that has orders of magnitude
more parameters (usually thousands) than the expression in
question, hðk⊥Þ in this case. This effectively reduces the
weight of hðk⊥Þ in the fit. This can be done progressively
and systematically with intentional control of how much
each term contributes to the fit. In the fit performed for this
analysis, we build the DNN to optimize the loss directly so
the contribution of hðk⊥Þ to the final fit is small though the
DNN becomes specialized to the particular hðk⊥Þ. In this
way, the DNN directly mitigates any type of incorrect
Ansatz if the final number of DNN parameters is very large
with respect to hðk⊥Þ. This can be done while still
rendering a high-quality numerical model encoding all
information available in the data. The DNN term becomes
uniquely parametrized to account for the biases while the
resulting combination of terms in the model remains largely
unbiased, even though each individual term may not be
independently meaningful. It should be noted that for our
analysis the choice of having the DNN modelN qðxÞ rather
than N qðxÞhðk⊥Þ or some other choice is arbitrary and
done purely as an exercise to demonstrate the flexibility of
the technique. To study the systematic variation of the
choice of hðk⊥Þ, we used the same candidate functions for
hðk⊥Þ that were also used in [35]. Those are

hðk⊥Þ ¼
ffiffiffiffiffi
2e

p k⊥
m1

e−k
2
⊥=m

2
1 ð35Þ

and

hðk⊥Þ ¼
2k⊥m1

m2
1 þ k2⊥

: ð36Þ

The model must be trained separately with each hðk⊥Þ
creating entirely different models for N qðxÞ that result in

FIG. 18. Sivers functions from a retrained DNN model using
the cuts [65] to the data demonstrating that being selective with
the data can reduce the error bands of the fit but may also add an
unintentional bias.

FIG. 17. Solid lines with light band represent the u (in blue), d
(in red) Sivers functions using the cut Q2 > 1 GeV2. These
resulting DNN models made from the cuts from all tests are also
shown.
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the same Sivers function as shown in Fig. 19. The solid line
with a dark band represents the Sivers functions with
hðk⊥Þ ¼

ffiffiffiffiffi
2e

p k⊥
m1
e−k

2
⊥=m

2
1 , whereas the dashed line with a

light band represents the Sivers functions with
hðk⊥Þ ¼ 2k⊥m1

m2
1þk2⊥

. It is clear that the DNN N qðxÞ is capable
of incorporating both types of hðk⊥Þ without affecting the
Sivers functions in the final model as well as the asymme-
tries (with deviation less than 1%).

VII. THE 3D TOMOGRAPHY OF THE PROTON

The TMD density of unpolarized quarks inside a proton
polarized in the ŷ direction can be graphically represented
using the relation [7,51],

ρap↑ðx; kx; ky;Q2Þ ¼ fa1ðx; k2⊥;Q2Þ − kx
mp

f⊥a
1T ðx; k2⊥;Q2Þ;

ð37Þ

where k⊥ is a two-dimensional vector ðkx; kyÞ, and the
unpolarized TMD and the Sivers function for quark flavor a
are respectively represented as fa1ðx; k2⊥;Q2Þ, and
f⊥a
1T ðx; k2⊥;Q2Þ. The corresponding quark density distribu-

tions from our proton-DNN model for all light-quark
flavors in SUð3Þflavor at x ¼ 0.1 and Q2 ¼ 2.4 GeV2 are
shown in Fig. 20. The observed shifts in each quark flavor
are linked to the correlation between the OAM of quarks
and the spin of the proton. The results shown in Fig. 20
provide evidence of nonzero OAM in the wave function of
the proton’s valence and sea quarks. The proton-DNN
model calculations for the u and d quarks are similar to
those reported in [7,51], where the distortion has a positive
shift for the u quark and a negative shift for the d quark with
respect to the þx direction. From the results in Fig. 20, the

proton-DNN model demonstrates that a virtual photon
traveling toward a polarized proton “sees” an enhancement
of the quark distribution, in particular more u; ū quarks to
its right-hand side and more d; d̄ quarks to its left-hand side
in the momentum space. Moreover, the resultant shifts for
ū; s quarks from the proton-DNN model are also in
agreement with [7]. In the low-x region, the momentum
space quark density becomes almost symmetric [51], and it
indicates that the Sivers effect becomes smaller and the
corresponding experimentally observed asymmetry is
small.
The forthcoming data from Jefferson Lab at 12 GeV,

Fermilab SpinQuest experiment, and the anticipated future
data from the Electron-Ion Collider [75–77], along with
their extensive kinematic coverage, are expected to provide
invaluable insights into the 3D structure of the nucleon.
Obtaining a model-independent estimate of quark angular
momentum requires parton distributions that simultane-
ously depend on both momentum and position [78–81]. In
addition to experimental observations, lattice QCD
(LQCD) computations provide a valuable tool for QCD
phenomenology from first principles. For instance, LQCD
has been utilized to investigate the Sivers effect and other
TMD observables at different pion masses [82] as well as
the generalized parton distribution at the physical pion
mass [83]. Additionally, LQCD results on the Collins-
Soper kernel over a range of bT (the Fourier transform of
the transverse momentum) are useful for global fits of TMD
observables from different processes [84]. In this way,
LQCD could complement the experimental data and open

FIG. 19. Using two different hðk⊥Þ. Solid line with dark band
represents the Sivers functions with hðk⊥Þ ¼

ffiffiffiffiffi
2e

p k⊥
m1

e−k
2
⊥=m

2
1 ,

whereas the dashed line with light band represents the Sivers
functions with hðk⊥Þ ¼ 2k⊥m1

m2
1
þk2⊥

.
FIG. 20. Quark density distributions ρap↑ from the proton-DNN
model (average of 1000 replicas) for the light-quark flavor a ¼
fu; ū; d; d̄; s; s̄g inside a proton polarized along the þy direction
and moving toward the reader, as a function of ðkx; kyÞ at x ¼ 0.1
and Q2 ¼ 2.4 GeV2.
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Ø It is clear that the DNN is capable of incorporating
both types of h(k) without affecting the Sivers 
functions in the final model as well as the asymmetries 
(with deviation less than 1%). 

Ø  This is because DNN demonstrates that it maps to 
the h(k) such that the Sivers function is nearly 
unchanged.

3

of hard processes. Here, we focus specifically on SIDIS
and DY, but it should be noted that there is significant
potential for broader model development that can come
from combining all available data from multiple processes
with additional constraints using the simultaneous DNN
fitting approach presented here.

The Sivers function describes a di↵erence in probabil-
ities, which implies that it may not be positive definite.
Making a comparison between the Sivers function from
the DY process and the SIDIS process is still the focus
of much experimental and theoretical e↵ort. Under time
reversal, the future-pointing Wilson lines are replaced by
past-pointing Wilson lines that are appropriate for fac-
torization in the DY process. This implies that the Sivers
function is not uniquely defined and cannot exhibit pro-
cess universality, as it depends on the contour of the Wil-
son line. This feature of the Sivers function is directly
tied to the QCD interactions between the quarks (or glu-
ons) active in the process, resulting in a conditional uni-
versality, as shown in [29],

�Nfq/p" (x, k?)
��
SIDIS

= � �Nfq/p" (x, k?)
��
DY

. (1)

This fundamental prediction still needs to be tested. Di-
rect sign tests [4, 8, 30] can be performed, but experimen-
tal proof would require an analysis over a broad phase
space of both SIDIS and DY, with consideration given to
flavor and kinematic sensitivity for both valence and sea
quarks. Our analysis will, in part, rely on this relation-
ship rather than making direct tests of the validity of the
sign change.

A. SIDIS process
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FIG. 1. Kinematics of the SIDIS process in the nucleon-
photon center-of-mass frame.

The Semi Inclusive Deep Inelastic Scattering (SIDIS)
process involves scattering a lepton o↵ of a polarized nu-
cleon and measuring the scattered lepton and a frag-
mented hadron. In the nucleon-photon center of mass

frame, the nucleon three-momentum ~p is along the z-axis
and its spin-polarization ~ST is on the plane perpendic-
ular (transverse) to the ẑ-axis. In Fig. 1 the struct-
quark, virtual-photon (with four-momentum ~q), and the
lepton belong to a plane called ”Lepton Plane” (repre-
sented in yellow). The fragmented-hadron with momen-
tum ~ph and its projection onto the x̂� ŷ (i.e. ~phT ) belong
to so-called ”Hadron Plane” (represented in transparent-

green). Thus, the transverse momentum ~k? of the struct-
quark and ~phT are falling onto the transverse-plane (rep-
resented in transparent-blue) perpendicular to both lep-
ton plane and hadron plane. The azimuthal angle �h

of the produced hadron h, and is the angle between the
lepton plane and the hadron plane [31]. The di↵erential
cross-section for the SIDIS process depends on both co-
linear parton distribution functions (PDFs) fq/p(x; Q2)
and fragmentation functions Dh/q(z; Q2), where q is the
quark flavor, p represents the target proton, h is the
hadron type produced by the process, and z is the mo-
mentum fraction of the final state hadron with respect
to the virtual photon. A simplified version of the SIDIS
di↵erential cross-section can be written up to O(k?/Q)
as [25, 32],

d5�lp!lhX

dxdQ2dzd2p?
=

X

q

e2
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✓
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◆

⇥f̂q/p"(x, k?)Dh/q(z, p?) + O(k?/Q) , (2)

where ŝ, û are partonic Mandelstam invariants, and
f̂q/p"(x, k?) is the unpolarized quark distribution,

f̂q/p"(x, k?) = fq/p(x, k?) +
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up an avenue to enhance the DNN method to explore the
3D structure of nucleons more directly.

VIII. EXPLORING EVOLUTION

The solution of the TMD evolution equations [12,16],

μ2
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dμ2
¼ γFðμ; ζÞ

2
Fðx; b; μ; ζÞ ð38Þ

ζ
Fðx; b; μ; ζÞ

dζ
¼ −Dðb; μÞFðx; b; μ; ζÞ; ð39Þ

can be written as the following simplified form in terms of
the Fourier transform of k⊥ (i.e., b) [7] where F can be any
TMD distribution

Fðx; b; μ; ζÞ ¼
!

ζ
ζμðbÞ

"−Dðb;μÞ
Fðx; bÞ; ð40Þ

and DðbÞ is the nonperturbative Collins-Soper kernel. Also
in the literature, these scales were generally selected as

μ ∼Q; ζFζD ∼Q4; μ2 ¼ ζ2 ¼ Q2 ð41Þ

[6–8,16,85], and the global fits have been performed using
some form of evolution factor as a function of the Collin-
Soper kernel. Although the full analysis of incorporating
TMD evolution from the DNN fit is beyond the scope of
this work, a preliminary DNN fit has been performed by
modifying the N qðxÞ as N qðx;Q2Þ by adding a separate
input node for Q2 in addition to x. Figure 21 shows the
percentage of the Sivers asymmetry (Asinðϕh−ϕSÞ

UT ) vs Q2

(GeV2) in comparison with [6]. The preliminary version of

the TMD evolution from DNN is in agreement with the
observation in [6] within 68% C.L. (with 1000 replica
models) regarding the suppression of the full asymmetry
faster than ∼1=

ffiffiffiffi
Q

p
, but slower than ∼1=Q2. Moreover, the

dynamic trend and consistency with the evolution behavior
seen in [6] indicates that a complete evolution treatment at
large Q may be a collective effect and worthy of a deeper
investigation with our DNN approach.
As presented the Sivers function satisfies DGLAP

evolution but not a TMD evolution. We have however
introduced the first steps of how this analysis could be
performed. However, in order to perform the best evolution
analysis it would be best to start with no prior analytical
Ansatz.

IX. CONCLUSION AND DISCUSSION

In conclusion, this paper demonstrates the effectiveness
of using specialized DNNs as part of a fit function used to
obtain a global extraction of the Sivers function from
transverse single-spin asymmetry experimental data. It has
been clearly shown that these tools are incredibly flexible
and can be used to build accurate models even under the
condition that the factorized terms contain biases. By
training the model with these terms present, the DNN
can account for these biases, resulting in a largely unbiased
final model. This approach enables the exploration of
existing formalism and the testing of new phenomenology
while managing and studying biases in individual terms.
The proposed method can provide a means to minimize
errors and ambiguity associated with the ill-defined expres-
sions normally constructed to meet the factorization
requirements.
Our proposed method leverages AI to perform global fits

and extract the Sivers distributions of unpolarized quarks in
both polarized protons and neutrons. We use a generating
function to ensure robustness and accuracy in the extraction
process. Progressive improvement in the extracted infor-
mation can be achieved by optimizing architecture and the
corresponding hyperparameters using pseudodata gener-
ated in the same kinematic bins as the real data and then
translating that improvement to real experimental data
extraction. Our schema handles complex and sparse data
effectively, with the generating function providing addi-
tional quality control and the means to quantify accuracy
and precision.
As the first attempt to extract the Sivers function using

AI techniques, we chose the N qðxÞ parametrization of the
deep neural net to incorporate all x-dependent features.
This initial DNN extraction ofN qðxÞ uses SIDIS data from
HERMES and COMPASS to build a Sivers function model
which can then be used to make predictions for the Sivers
asymmetries for both SIDIS and DY processes. The fitting
method successfully extracts the Sivers function for valence
quarks and light-quark flavors in a flavor-independent
manner. This investigation is exploratory, with the intention

FIG. 21. The Sivers asymmetry evolution in Q2 compared to
the result from [6]. The red-colored solid line and the band
represent the mean and standard deviation of the Asinðϕh−ϕSÞ

UT from
1000 replica models of the proton DNN at x ¼ 0.12, z ¼ 0.32,
phT ¼ 0.14 GeV.
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Ø  We proposed a method for performing global fits to extract TMDs employing
     DNNs (first-ever application of DNNs in extracting TMDs).
Ø  Extracting Sivers function was performed as an example of this method based on utilizing DNNs 

and the use of generating function to ensure the accuracy and precision.
Ø  We have successfully tested our method with pseudo-data, also a dedicated systematic study. 
Ø  We chose Deep Neural Net (DNN) method to incorporate all x-dependent features of             . 
Ø  We have already made a step-forward to consider incorporating TMD-evolution (needs more work)
Ø  We performed global fit with experimental data: Separately on polarized SIDIS with Proton target 

and Deuteron target and obtained reasonably well description and extracted the Sivers functions for 
all light quark flavors in SU(3).

Ø  We projected SIDIS and DY Sivers asymmetries: for already completed experiments (as a validation 
check: COMPASS) and upcoming experiments (such as SpinQuest).

Ø  Currently working on Unpolarized TMDPDF extraction…

Next:
Ø  Applying the “DNN method” to extract other TMDs such as Transversity, Boer-Mulders

 function, as well as Spin-1 TMDs.
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Figure 15: Cross sectional drawing of the polar-
ized target system

Figure 16: The LANL-UVa target during its full
operations test in April 2016

estimate for the statistical precision, we have assumed an average polarization of 80%. In the
case of the deuteron target we have assumed 32% average polarization.The polarization dilution
factor, which is the ratio of free polarized protons to the total number of nucleons, is 3/17 for NH3

and 3/10 for ND3, due to the presence of nitrogen. The target material will need to be replaced
approximately every 8 -10 days in all three cells, due to the beam induced radiation damage.
This work will involve replacing the target stick with a new insert, cooling down the target and
performing a thermal equilibrium measurement. From previous experience, we estimate that this
will take about eight hours to accomplish. Careful planning of these changes will reduce the impact
on the beam time. Furthermore, we will be running with three active targets on one stick, thus
reducing any additional loss of beam time. The target cells are 79 mm long and elliptical with 21
mm ⇥ 19mm as vertical and horizontal axes. Each cell contains 3 NMR coils spaced evenly over
the target length.

Material Dens. Dilution Factor Packing Frac <Pol> Inter. Length
NH3 .867 g/cm3 .176 .60 80% 5.3 %
ND3 1.007 g/cm3 .3 .60 32% 5.7%

Table 1: Parameters for the polarized target

3.3 Beamline

The Neutrino-Muon (NM) beamline currently supporting the E906 Drell Yan experiment delivers a
high-intensity (up to 1013 protons/4-sec spill), 120-GeV proton beam. The experimental beam has

21

SpinQuest (E1039) Experiment at Fermilab

µ+

µ-p (beam)

N (target)

x1 q
x2 q

_
a*

Figure 6: The Drell-Yan process

and express the fraction of the longitudinal momentum of the nucleon carried by the quark.

d�

dx1dx2
=

4⇡↵2

9sx1x2

X

i

e2
i
(qB

i
(x1, Q

2)q̄T
i
(x2, Q

2) + q̄B
i
(x1, Q

2)qT
i
(x2, Q

2) , (1)

s is the square of the center of mass energy and is given by s = 2mT ⇤ EBeam + m2
T
+ m2

B
, with

EBeam the beam energy and mB,T the rest masses of the beam and target nucleons. Measuring
the two decay leptons in the spectrometer allows one to determine the photon center of mass p�k
(longitudinal) and p�

T
(transverse) momenta as well as the mass M�. From these quantities one

can deduce the momentum fractions of the quarks through:
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If one chooses the kinematics of the experiment such that xF > 0 and x1 is large, the contributions
from the valence quarks in the beam dominate.

In this case, in Eq. 1 the second term becomes negligible and the cross section can be written
as
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For a proton beam on a proton target the process is dominated by the u(x1) distribution due to the
charge factor e2

i
. To extract the d̄(x) Sivers asymmetry one has to measure the p+d" asymmetry.

In the following discussion we will assume that the cross section on the deuteron is the sum of the
proton and neutron cross sections and use isospin symmetry to equate d̄p and ūn and ignore strange
and heavier antiquarks in the target, as well as antiquarks in the beam. Through a simultaneous
measurement of the pp" and pd" asymmetries one can independently extract the Sivers asymmetry
for both ū and d̄.

2.2 Theory

The fundamental importance of studying transverse momentum dependent parton distributions
(TMDs) and advancing the related theory of the nucleon spin is well summarized by the goals of
the nuclear theory TMD Topical Collaboration, where LANL is a key member [21]. The study
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Ø Probing Sivers asymmetry from the (light) ‘sea’ quark contributions

LANL-UVA
Polarized Target

120 GeV 
proton beam

Polarized

fits to the available SIDIS data. The large discrepancy is a reflection of the fact that the current
SIDIS data are insensitive to the seaquark contribution, thus leading to large uncertainties in the
calculations. This is also reflected in the width of the uncertainty bands.

targetx
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Figure 22: Expected results after two years of combined running on NH3 and ND3 targets. The
red error bars are statistical only. Absolute systematic uncertainty is estimated to be <1.0% (see
Sec. 3.8), and the relative systematic uncertainty is 4.0%. The theory model predictions are for
the NH3 target only.

4 Comparison to Competition

There have been plans for about a decade to perform a variety of experiments around the globe
that aim to measure polarized Drell-Yan either with a polarized beam or a polarized target (see
Table 7). COMPASS at CERN, SeaQuest at FNAL and Panda at GSI plan to perform fixed
target experiments with either pion, proton or anti-proton beams, whereas PAX at GSI, NICA at
JINR and fsPHENIX at BNL plan collider experiments with polarized proton beams. The fixed
target experiments typically provide higher luminosity and the collider experiments tend to run at
higher center of mass energy, s. NICA, fsPHENIX and SeaQuest will be sensitive to the interaction
between valence quarks and sea antiquarks. PAX and COMPASS plan to measure the interaction
between valence quarks and valence antiquarks, and are not sensitive to sea antiquarks. Panda is
designed to study J/ formation rather than Drell-Yan physics due to the low antiproton beam
energy.
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Figure 14: The kinematic acceptance of the E1039 experiment.

The experiment will be using the Fermilab main injector beam with an energy of 120 GeV and
a 4 second spill every minute. The maximum beam intensity will be ' 1013 protons per spill.

3.2 The Polarized Target

We will use the LANL-UVa polarized target which has been rebuilt and tested over the last three
years. The target system consists of a 5T superconducting split coil magnet, a 4He evaporation
refrigerator, a 140 GHz microwave source and a large 15000 m3/hr pumping system. The target
is polarized using Dynamic Nuclear Polarization (DNP) [52] and is shown schematically in Fig.
15. The beam direction is from left to right, and the magnetic field is vertical along the symmetry
axis, so that the target polarization is transverse to the beam direction. The target cells are shown
in gold color, with the top cell in the center of the split coils. The full system is shown in Fig. 16.

While the magnetic moment of the proton is too small to lead to a sizable polarization in a
5 T field, electrons in that field at 1 K are better than 99% polarized. By doping a suitable solid
target material with paramagnetic radicals to provide unpaired electron spins, one can make use
of the highly polarized state of the electrons. The dipole-dipole interaction between the nucleon
and the electron leads to hyperfine splitting, providing the coupling between the two spin species.
By applying a suitable microwave signal, the desired spin state is populated. We will use frozen
ammonia beads of NH3 and ND3 as the target material and create the paramagnetic radicals
(roughly 1019 spins/ml) through irradiation with a high intensity electron beam at the National
Institute of Standards and Technology (NIST). The cryogenic refrigerator, which works on the
principle of liquid 4He evaporation, can cool the bath to 1K, by lowering the 4He vapor pressure
down to less than 0.118 Torr. The polarization will be measured with three NMR coils per cell,
placed inside each target cell. The maximum polarization achieved with the proton (deuteron)
target is better than 98% (48%) and the ammonia bead packing fraction is about 60%. In our
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Figure 6 illustrates the results from the First Iteration
(two plots on the left-hand side) and the Second Iteration
(two plots on the right-hand side). The sets of hyper-
parameters in the First Iteration and the Second Iteration
are given in the columns for each DNN model in Table III.
The indications in the table are Ci0 and Cf0 for results from
the pseudodata from the generating function, Cip, and C

f
p for

results from SIDIS data from experiments associated with
the polarized-proton target, and Cid and Cfd for results from
SIDIS data from experiments associated with the polarized-
deuterium target. Here i and f indicate the First Iteration
and Second Iteration respectively. The listed learning rate
(multiplied by 10−4) is the initial learning rate as a
dynamically decreasing learning rate is used. (This is
explained in Sec. IV). The accuracy εqðx; k⊥Þ is defined
in Eq. (29), and the results in this table correspond to the
maximum deviation of the mean of the replicas from the
true values εmax

q , whereas the precision σqðx; k⊥Þ is defined
in Eq. (30), and the results are the maximum standard
deviations of the replicas σmax

q and are in the units of×10−3.
It is worth noting that the improvement in both accuracy

εmax
q and precision σmax

q can be observed from the closeness
of the solid line (mean of the 1000 DNN replicas) to the
dashed line (generating function) for quarks (upper plots)
and antiquarks (lower plots). The improvement of the DNN
model in each case is significant to the point where it is
difficult to distinguish the solid line and the corresponding

dashed line, indicating a high degree of accuracy and
precision. Also, we observed that the training loss in the
Second Iteration is about 1 order of magnitude less than the
one from the First Iteration.

D. DNN model from real data

In contrast to the testing of the DNN model with
pseudodata from the generating function, we now describe
the steps to apply the DNN fit method to real experimental
data. The pseudodata test from Sec. IV C is using the
combined proton and deuteron data as in all previous work
on global fits of the Sivers function. In the following
extraction with real experimental data, the proton and
deuteron data are fitted separately. To take full advantage
of the information provided by the model testing in the
previous section, the steps from Sec. IV C are performed
again separately for proton and deuteron data. The starting
hyperparameters for the first DNN fit in this section
including the architecture, initial learning rate, batch size,
as well as optimal number of epochs, are all determined
based on the best accuracy and precision using the well-
tuned pseudodata from the generating function first in each
case. They provide more information on the initial hyper-
parameter so that even the First Iteration is a quality fit. In
the following steps, two distinct DNN models are devel-
oped, one for the proton quarks Sivers asymmetry and one
for neutron quark Sivers asymmetry. The following pro-
cedure is common to both.

TABLE III. The summary of the optimized sets of hyperparameters: The indications in the table are Ci0 and C
f
0 for

results from the pseudodata from the generating function, Cip, and Cfp for results from SIDIS data from experiments
associated with the polarized-proton target, and Cid and Cfd for results from SIDIS data from experiments associated
with the polarized-deuterium target, where i and f indicate the First Iteration and Second Iteration respectively. The
initial learning rate is also listed (×10−4) as is the final training loss (×10−3). The accuracy and precision in each
case are the maxima over the phase space.

Hyperparameter Ci0 Cf0 Cip Cfp Cid Cfd
Hidden layers 5 7 5 7 5 8
Nodes/layer 256 256 550 550 256 256
Learning rate 1 0.125 5 1 10 1
Batch size 200 256 300 300 100 20
Number of epochs 1000 1000 300 300 200 200
Training loss 0.6 0.05 1.5 1 2 1
εmax
u 95.67 99.27 55.21 94.04 56.80 93.02
εmax
ū 42.62 98.09 52.57 96.70 34.83 91.40
εmax
d 80.46 98.89 55.69 93.13 52.44 89.27
εmax
d̄ 74.59 97.08 55.37 95.04 46.60 92.58
εmax
s 45.53 79.27 49.54 90.64 36.34 93.41
εmax
s̄ 59.27 91.13 33.89 82.51 65.57 91.45
σmax
u 3 0.1 5 2 2 0.4

σmax
ū 2 0.2 6 2 8 2

σmax
d 10 1 20 6 2 1

σmax
d̄ 7 4 20 8 7 1

σmax
s 2 0.2 4 1 6 2

σmax
s̄ 1 0.1 4 2 6 3
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