
TMD OVERVIEW
ALESSANDRO BACCHETTA, PAVIA U. AND INFN



2

slide from 2018 CPHI@Yerevan



2

It’s the dawn of TMD global fits era
slide from 2018 CPHI@Yerevan



2

It’s the dawn of TMD global fits era

…but there’s still a lot of climbing to be done

slide from 2018 CPHI@Yerevan



In five to ten years

3

slide from 2018 CPHI@Yerevan



In five to ten years
• TMD multiplicities for pions and kaons, off protons and deuterons, from 

COMPASS and JLab

3

slide from 2018 CPHI@Yerevan



In five to ten years
• TMD multiplicities for pions and kaons, off protons and deuterons, from 

COMPASS and JLab

• Drell-Yan and Z measurements from CERN, RHIC, FermiLab 
(COMPASS with pions)

3

slide from 2018 CPHI@Yerevan



In five to ten years
• TMD multiplicities for pions and kaons, off protons and deuterons, from 

COMPASS and JLab

• Drell-Yan and Z measurements from CERN, RHIC, FermiLab 
(COMPASS with pions)

• TMD multiplicities for pions and kaons in e+e− from BELLE and BES

3

slide from 2018 CPHI@Yerevan



In five to ten years
• TMD multiplicities for pions and kaons, off protons and deuterons, from 

COMPASS and JLab

• Drell-Yan and Z measurements from CERN, RHIC, FermiLab 
(COMPASS with pions)

• TMD multiplicities for pions and kaons in e+e− from BELLE and BES

• Better understanding and control of higher-order QCD corrections

3

slide from 2018 CPHI@Yerevan



In five to ten years
• TMD multiplicities for pions and kaons, off protons and deuterons, from 

COMPASS and JLab

• Drell-Yan and Z measurements from CERN, RHIC, FermiLab 
(COMPASS with pions)

• TMD multiplicities for pions and kaons in e+e− from BELLE and BES

• Better understanding and control of higher-order QCD corrections

• More flexible functional forms, flavour dependence, at least two or three 
alternative extractions

3

slide from 2018 CPHI@Yerevan



In five to ten years
• TMD multiplicities for pions and kaons, off protons and deuterons, from 

COMPASS and JLab

• Drell-Yan and Z measurements from CERN, RHIC, FermiLab 
(COMPASS with pions)

• TMD multiplicities for pions and kaons in e+e− from BELLE and BES

• Better understanding and control of higher-order QCD corrections

• More flexible functional forms, flavour dependence, at least two or three 
alternative extractions

• Use TMDs for something else (W mass… comparison with lattice… 
Wigner distributions…)

3

slide from 2018 CPHI@Yerevan



In five to ten years
• TMD multiplicities for pions and kaons, off protons and deuterons, from 

COMPASS and JLab

• Drell-Yan and Z measurements from CERN, RHIC, FermiLab 
(COMPASS with pions)

• TMD multiplicities for pions and kaons in e+e− from BELLE and BES

• Better understanding and control of higher-order QCD corrections

• More flexible functional forms, flavour dependence, at least two or three 
alternative extractions

• Use TMDs for something else (W mass… comparison with lattice… 
Wigner distributions…)

• READY TO USE EIC DATA
3

slide from 2018 CPHI@Yerevan





How “wide” is the distribution?



How “wide” is the distribution?

How does it change with x?



How “wide” is the distribution?

How does it change with x?
Is there a difference between flavors?



How “wide” is the distribution?

What happens if we include spin?

How does it change with x?
Is there a difference between flavors?
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qTq

antiquark

TMD Parton  
Distribution Functions
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F 1
UU (xA, xB , q

2
T , Q

2)
<latexit sha1_base64="WKRDirKzg/iu2lFEqladh8BMThg=">AAAGlnicnVTdbtMwFM6AlVEYbHCDxI1FNzSkriTdxpAmoTHEz2WntdukpoucxG1NbSfYzmhn+Q14Gm7hRXgb7KygJa0GwlKs4+873znHjn3ClGAhXffnwo2btxYrt5fuVO/eW77/YGX14bFIMh6hTpSQhJ+GUCCCGepILAk6TTmCNCToJBy9tfzJOeICJ6wtJynqUThguI8jKA0UrDx7H6hOR595G+PgTX0cHNSBH1L1WQeqrc+adXB41nwOqsFKzW24+QCzhjc1as50tILVxVM/TqKMIiYjAoXoem4qewpyiSOCdNXPBEphNIID1E3jvkTjenyOU8EgRaJuyNzoqXyLGqwbJAb9hJuPSZCjV2MoSIWY0NB4UiiHosxZcB7XzWT/VU9hlmYSsegyUT8jQCbAnheIMUeRJBNjwIhjUz2IhpDDSJpTrfoMfYkSSiGLlU/62kyoL/VykeADQ3A8GEpdrItzONHVojPGWmFdxJBWqATFBotLmNm+8sOExPYkElJiJdfKlEFBm+sSFdLrhLb6ATSLEi6wZcw8w4zDT1qNA3VQTnQx1OoiGJYDSW1uW2nLqdD5jEnCCpwfhpB3vZ6qgunwqTBHitQOzfQVEI5QmIy7+b1b841I+ekQMplQVfO0XtMzATYLEazXX1z+J0keoLQjDu2G/BAPiE8gGxCUZ/8taRqJzyEWNpfa3EqlvVAZQcpt7NqF1zSz9veAXr4ad4RkHnfvX8T1PCWwRXDjnxdR+ilMmKdsfqEJzJl5/02AKGCXq023seOa5YtCCcZ1nmb0R7O9M0eTztOk1+c5mqc5ul7TmqdpXa8h8zRkRgOq6+uAmpaR2FZipObBgzawvTgTIEU8BSyReRcuxm+b0JYupW3nmH0mphd75c47axw3G95Wo3m4Xdt/Oe3KS84T56mz4XjOrrPvfHRaTseJnK/ON+e786PyuPK68q7y4dL1xsJU88gpjErrFwOHOwo=</latexit>

⇡
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2
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2
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�
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2
T ;µ

2
�

<latexit sha1_base64="ETPGQ+m9RFvm2g8EyrjrA2q1eIc=">AAAJU3icnVbfb9s2EFaTdku8eWu2x70cljpwECe11GYdEAxoPWDoBgxLUKfNEMYCJdG2ZlGSKapzyvLP3MNe92/sZUfaSS3FTYsREEHe3Xc/PvJoB3kSF7Lb/fvO2vrde598urHZ+Ozz5hdf3t/66mWRlSJkp2GWZOIsoAVL4pSdylgm7CwXjPIgYa+CyY9G/+o1E0WcpX15mbMLTkdpPIxDKlHkb6390wKAn3x1eqoHbnvmP+vM/F4HSMDVVPuqrwdeB04G3i40dgjNc5HNgBQl96dAOJXjkCbquZ7jlQtT3UbjDuGlhbQIgaaJgGOHTEsaAZExZwU0SJxKiAaeiTRBB6QPz9CFBtKpiXtW3EQ5DH13MCVBPLKZVqHekY0KRr1rzYe+chFLAiqwGL3A9TpV394RLANJpznPl0QskXSg2t6utro2euJwHRD2wQqQpj7swbKyZ2PtNkmapSUPmCBkp9m63sGciT34fcG79W54u+K9bwgw2ey9Y/m3eQG/DryHJ1dqLNJw3GjtNH54/6lUD8VgFhXaI4AA8zcf/OJ32yow5bx9d/5v8RjJmEo11BXyjaG9HnX64Mp6NfnvwbWWuWq0PkyR9fExJDX9+9vdg64dcHPhLhbbzmIc+1v3zkiUhSVnqQwTWhTnbjeXF4oKGYcJ0w1SFiyn4YSO2HkeDSWbdaLXcV6kFK92B5V2caFsf2pooSSCYSbwQ8atdNmHorwoLnmAlqaOoq4zwlW681IOv79QcZqXkqXhPNCwTEBmYJodoliwUCaXuKChiDF7CMdU0FDik9AgKfszzDinaaRIMtQ4saHUzapCjFAh4tFY6mpeQtBL3agax7FWsa7KmFasJopQFtVkWD5eliyJDBNZUtNKoRWmwaEvdE0V8NuAJvsRxU1NXsRGg/MNzSz4Q6uZr3r1QG/GWr3xx3VHUuNVrJWcF9rOcZKlFR0JsB/O3Qu1aEFsQl4gpUwd8lIvCemEBdns3N67B7aJSD6mqcy42na1fqBvONiveDBWHzD5P0Gsg1pFgpqCTK8lJKHpKGE2+hXEQwgRNC5MLLX/KJfmQpUJU92DJ2bjejhrcgS6uex3wqT1e/Qx4I4Nad8SgfY2idqhpAW2Mh4hOhYp9r8HjEM63+13Dw67uH1YSQFNV2Em15jHhysw+SpMfnucF6swL27HHK/CHN+OSVZhkhsY/FFpAccnIzNPCUKx4aEP5o9EWUDORA5pJu1fiKr/Pro26lrYvpWZNsG32K2/vDcXL70D99GBd/J4++l3i1d5w/nG+dZpO67zxHnqPHeOnVMnXP95PVufrV9u/LXx7+ba5t256dqdBeZrpzI2m/8BP2Ih9Q==</latexit>

⇡
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�

<latexit sha1_base64="ETPGQ+m9RFvm2g8EyrjrA2q1eIc=">AAAJU3icnVbfb9s2EFaTdku8eWu2x70cljpwECe11GYdEAxoPWDoBgxLUKfNEMYCJdG2ZlGSKapzyvLP3MNe92/sZUfaSS3FTYsREEHe3Xc/PvJoB3kSF7Lb/fvO2vrde598urHZ+Ozz5hdf3t/66mWRlSJkp2GWZOIsoAVL4pSdylgm7CwXjPIgYa+CyY9G/+o1E0WcpX15mbMLTkdpPIxDKlHkb6390wKAn3x1eqoHbnvmP+vM/F4HSMDVVPuqrwdeB04G3i40dgjNc5HNgBQl96dAOJXjkCbquZ7jlQtT3UbjDuGlhbQIgaaJgGOHTEsaAZExZwU0SJxKiAaeiTRBB6QPz9CFBtKpiXtW3EQ5DH13MCVBPLKZVqHekY0KRr1rzYe+chFLAiqwGL3A9TpV394RLANJpznPl0QskXSg2t6utro2euJwHRD2wQqQpj7swbKyZ2PtNkmapSUPmCBkp9m63sGciT34fcG79W54u+K9bwgw2ey9Y/m3eQG/DryHJ1dqLNJw3GjtNH54/6lUD8VgFhXaI4AA8zcf/OJ32yow5bx9d/5v8RjJmEo11BXyjaG9HnX64Mp6NfnvwbWWuWq0PkyR9fExJDX9+9vdg64dcHPhLhbbzmIc+1v3zkiUhSVnqQwTWhTnbjeXF4oKGYcJ0w1SFiyn4YSO2HkeDSWbdaLXcV6kFK92B5V2caFsf2pooSSCYSbwQ8atdNmHorwoLnmAlqaOoq4zwlW681IOv79QcZqXkqXhPNCwTEBmYJodoliwUCaXuKChiDF7CMdU0FDik9AgKfszzDinaaRIMtQ4saHUzapCjFAh4tFY6mpeQtBL3agax7FWsa7KmFasJopQFtVkWD5eliyJDBNZUtNKoRWmwaEvdE0V8NuAJvsRxU1NXsRGg/MNzSz4Q6uZr3r1QG/GWr3xx3VHUuNVrJWcF9rOcZKlFR0JsB/O3Qu1aEFsQl4gpUwd8lIvCemEBdns3N67B7aJSD6mqcy42na1fqBvONiveDBWHzD5P0Gsg1pFgpqCTK8lJKHpKGE2+hXEQwgRNC5MLLX/KJfmQpUJU92DJ2bjejhrcgS6uex3wqT1e/Qx4I4Nad8SgfY2idqhpAW2Mh4hOhYp9r8HjEM63+13Dw67uH1YSQFNV2Em15jHhysw+SpMfnucF6swL27HHK/CHN+OSVZhkhsY/FFpAccnIzNPCUKx4aEP5o9EWUDORA5pJu1fiKr/Pro26lrYvpWZNsG32K2/vDcXL70D99GBd/J4++l3i1d5w/nG+dZpO67zxHnqPHeOnVMnXP95PVufrV9u/LXx7+ba5t256dqdBeZrpzI2m/8BP2Ih9Q==</latexit>

The analysis is usually done in Fourier-transformed space

PB

nucleon
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

PA

nucleon
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

kA

kB

k⊥A

k⊥B
quark

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

quark
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

photon
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

qTq

antiquark

TMD Parton  
Distribution Functions
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F 1
UU (xA, xB , q

2
T , Q

2)
<latexit sha1_base64="WKRDirKzg/iu2lFEqladh8BMThg=">AAAGlnicnVTdbtMwFM6AlVEYbHCDxI1FNzSkriTdxpAmoTHEz2WntdukpoucxG1NbSfYzmhn+Q14Gm7hRXgb7KygJa0GwlKs4+873znHjn3ClGAhXffnwo2btxYrt5fuVO/eW77/YGX14bFIMh6hTpSQhJ+GUCCCGepILAk6TTmCNCToJBy9tfzJOeICJ6wtJynqUThguI8jKA0UrDx7H6hOR595G+PgTX0cHNSBH1L1WQeqrc+adXB41nwOqsFKzW24+QCzhjc1as50tILVxVM/TqKMIiYjAoXoem4qewpyiSOCdNXPBEphNIID1E3jvkTjenyOU8EgRaJuyNzoqXyLGqwbJAb9hJuPSZCjV2MoSIWY0NB4UiiHosxZcB7XzWT/VU9hlmYSsegyUT8jQCbAnheIMUeRJBNjwIhjUz2IhpDDSJpTrfoMfYkSSiGLlU/62kyoL/VykeADQ3A8GEpdrItzONHVojPGWmFdxJBWqATFBotLmNm+8sOExPYkElJiJdfKlEFBm+sSFdLrhLb6ATSLEi6wZcw8w4zDT1qNA3VQTnQx1OoiGJYDSW1uW2nLqdD5jEnCCpwfhpB3vZ6qgunwqTBHitQOzfQVEI5QmIy7+b1b841I+ekQMplQVfO0XtMzATYLEazXX1z+J0keoLQjDu2G/BAPiE8gGxCUZ/8taRqJzyEWNpfa3EqlvVAZQcpt7NqF1zSz9veAXr4ad4RkHnfvX8T1PCWwRXDjnxdR+ilMmKdsfqEJzJl5/02AKGCXq023seOa5YtCCcZ1nmb0R7O9M0eTztOk1+c5mqc5ul7TmqdpXa8h8zRkRgOq6+uAmpaR2FZipObBgzawvTgTIEU8BSyReRcuxm+b0JYupW3nmH0mphd75c47axw3G95Wo3m4Xdt/Oe3KS84T56mz4XjOrrPvfHRaTseJnK/ON+e786PyuPK68q7y4dL1xsJU88gpjErrFwOHOwo=</latexit>

⇡

X

q

H
1q
UU (Q

2, µ2)

Z
d2k?A d2k?B fq

1

�
xA,k

2
?A;µ

2
�
f q̄
1

�
xB ,k

2
?B ;µ

2
�
�(2)

�
k?A � qT + k?B

�

=
X

q

H
1q
UU (Q

2, µ2)

Z
dbT bTJ0(bT |qT |)f̂

q
1

�
xA, b

2
T ;µ

2
�
f̂ q̄
1

�
xB , b

2
T ;µ

2
�

<latexit sha1_base64="ETPGQ+m9RFvm2g8EyrjrA2q1eIc=">AAAJU3icnVbfb9s2EFaTdku8eWu2x70cljpwECe11GYdEAxoPWDoBgxLUKfNEMYCJdG2ZlGSKapzyvLP3MNe92/sZUfaSS3FTYsREEHe3Xc/PvJoB3kSF7Lb/fvO2vrde598urHZ+Ozz5hdf3t/66mWRlSJkp2GWZOIsoAVL4pSdylgm7CwXjPIgYa+CyY9G/+o1E0WcpX15mbMLTkdpPIxDKlHkb6390wKAn3x1eqoHbnvmP+vM/F4HSMDVVPuqrwdeB04G3i40dgjNc5HNgBQl96dAOJXjkCbquZ7jlQtT3UbjDuGlhbQIgaaJgGOHTEsaAZExZwU0SJxKiAaeiTRBB6QPz9CFBtKpiXtW3EQ5DH13MCVBPLKZVqHekY0KRr1rzYe+chFLAiqwGL3A9TpV394RLANJpznPl0QskXSg2t6utro2euJwHRD2wQqQpj7swbKyZ2PtNkmapSUPmCBkp9m63sGciT34fcG79W54u+K9bwgw2ey9Y/m3eQG/DryHJ1dqLNJw3GjtNH54/6lUD8VgFhXaI4AA8zcf/OJ32yow5bx9d/5v8RjJmEo11BXyjaG9HnX64Mp6NfnvwbWWuWq0PkyR9fExJDX9+9vdg64dcHPhLhbbzmIc+1v3zkiUhSVnqQwTWhTnbjeXF4oKGYcJ0w1SFiyn4YSO2HkeDSWbdaLXcV6kFK92B5V2caFsf2pooSSCYSbwQ8atdNmHorwoLnmAlqaOoq4zwlW681IOv79QcZqXkqXhPNCwTEBmYJodoliwUCaXuKChiDF7CMdU0FDik9AgKfszzDinaaRIMtQ4saHUzapCjFAh4tFY6mpeQtBL3agax7FWsa7KmFasJopQFtVkWD5eliyJDBNZUtNKoRWmwaEvdE0V8NuAJvsRxU1NXsRGg/MNzSz4Q6uZr3r1QG/GWr3xx3VHUuNVrJWcF9rOcZKlFR0JsB/O3Qu1aEFsQl4gpUwd8lIvCemEBdns3N67B7aJSD6mqcy42na1fqBvONiveDBWHzD5P0Gsg1pFgpqCTK8lJKHpKGE2+hXEQwgRNC5MLLX/KJfmQpUJU92DJ2bjejhrcgS6uex3wqT1e/Qx4I4Nad8SgfY2idqhpAW2Mh4hOhYp9r8HjEM63+13Dw67uH1YSQFNV2Em15jHhysw+SpMfnucF6swL27HHK/CHN+OSVZhkhsY/FFpAccnIzNPCUKx4aEP5o9EWUDORA5pJu1fiKr/Pro26lrYvpWZNsG32K2/vDcXL70D99GBd/J4++l3i1d5w/nG+dZpO67zxHnqPHeOnVMnXP95PVufrV9u/LXx7+ba5t256dqdBeZrpzI2m/8BP2Ih9Q==</latexit>

TMDs formally depend on two scales, but we set them equal.

⇡
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2
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f̂ q̄
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�
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<latexit sha1_base64="ETPGQ+m9RFvm2g8EyrjrA2q1eIc=">AAAJU3icnVbfb9s2EFaTdku8eWu2x70cljpwECe11GYdEAxoPWDoBgxLUKfNEMYCJdG2ZlGSKapzyvLP3MNe92/sZUfaSS3FTYsREEHe3Xc/PvJoB3kSF7Lb/fvO2vrde598urHZ+Ozz5hdf3t/66mWRlSJkp2GWZOIsoAVL4pSdylgm7CwXjPIgYa+CyY9G/+o1E0WcpX15mbMLTkdpPIxDKlHkb6390wKAn3x1eqoHbnvmP+vM/F4HSMDVVPuqrwdeB04G3i40dgjNc5HNgBQl96dAOJXjkCbquZ7jlQtT3UbjDuGlhbQIgaaJgGOHTEsaAZExZwU0SJxKiAaeiTRBB6QPz9CFBtKpiXtW3EQ5DH13MCVBPLKZVqHekY0KRr1rzYe+chFLAiqwGL3A9TpV394RLANJpznPl0QskXSg2t6utro2euJwHRD2wQqQpj7swbKyZ2PtNkmapSUPmCBkp9m63sGciT34fcG79W54u+K9bwgw2ey9Y/m3eQG/DryHJ1dqLNJw3GjtNH54/6lUD8VgFhXaI4AA8zcf/OJ32yow5bx9d/5v8RjJmEo11BXyjaG9HnX64Mp6NfnvwbWWuWq0PkyR9fExJDX9+9vdg64dcHPhLhbbzmIc+1v3zkiUhSVnqQwTWhTnbjeXF4oKGYcJ0w1SFiyn4YSO2HkeDSWbdaLXcV6kFK92B5V2caFsf2pooSSCYSbwQ8atdNmHorwoLnmAlqaOoq4zwlW681IOv79QcZqXkqXhPNCwTEBmYJodoliwUCaXuKChiDF7CMdU0FDik9AgKfszzDinaaRIMtQ4saHUzapCjFAh4tFY6mpeQtBL3agax7FWsa7KmFasJopQFtVkWD5eliyJDBNZUtNKoRWmwaEvdE0V8NuAJvsRxU1NXsRGg/MNzSz4Q6uZr3r1QG/GWr3xx3VHUuNVrJWcF9rOcZKlFR0JsB/O3Qu1aEFsQl4gpUwd8lIvCemEBdns3N67B7aJSD6mqcy42na1fqBvONiveDBWHzD5P0Gsg1pFgpqCTK8lJKHpKGE2+hXEQwgRNC5MLLX/KJfmQpUJU92DJ2bjejhrcgS6uex3wqT1e/Qx4I4Nad8SgfY2idqhpAW2Mh4hOhYp9r8HjEM63+13Dw67uH1YSQFNV2Em15jHhysw+SpMfnucF6swL27HHK/CHN+OSVZhkhsY/FFpAccnIzNPCUKx4aEP5o9EWUDORA5pJu1fiKr/Pro26lrYvpWZNsG32K2/vDcXL70D99GBd/J4++l3i1d5w/nG+dZpO67zxHnqPHeOnVMnXP95PVufrV9u/LXx7+ba5t256dqdBeZrpzI2m/8BP2Ih9Q==</latexit>

The analysis is usually done in Fourier-transformed space

PB

nucleon
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

PA

nucleon
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

kA

kB

k⊥A

k⊥B
quark

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

quark
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

photon
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

qTq

antiquark

TMD Parton  
Distribution Functions
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hadron

photon

proton

quarkq

P

Ph

p

kk⊥

k⊥

PhT

P⊥

∼zk⊥

TMD Parton  
Fragmentation Functions

TMD Parton  
Distribution Functions
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expressed as a convolution over the partonic transverse momenta of two TMD PDFs:
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In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q

4.
Throughout the paper, we will set µ2 = ⇣A = ⇣B = Q

2.
The following definition of the Fourier transform of the TMD PDFs has been used:4
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The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
values:

xA =
Qp
s
e
y
, xB =

Qp
s
e
�y

. (6)

The summation over a in Eq. (4) runs over the active quarks and antiquarks at the scale Q, and ca(Q2) are
the respective electroweak charges given by
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:

Oth
DY, 1(|qT |i,f , yi,f , Qi,f ) =

 
|qT |f
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d|qT |
ˆ yf
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, (10)

where the
�

symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
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and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
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3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html

μb =
2e−γE

bT

f̂a
1 (x, b

2
T ;µf , ⇣f ) = [C ⌦ f1](x, µb⇤) e

R µf
µb⇤

dµ
µ

�
�F��K ln

p
⇣f
µ

� ✓p
⇣f

µb⇤

◆Kresum+gK

f1NP (x, b
2
T ; ⇣f , Q0) ,

<latexit sha1_base64="cI6SJEVqAQSixdopizjqBZ+NHnM=">AAAHVHicnVRfb9s2EJfbJem0pWvWx70QS1PEm+NJboMWCFYUKzAMCDC4aNIWMG2BkiibM/WnJNU5Ifhl+mn2uj0M2HfZw460VsSymw4jIOp4v/vdHXlHxhVnUgXBX50bNz/Z2t659an/2ee7t7+4s/flS1nWIqHnSclL8TomknJW0HPFFKevK0FJHnP6Kp4/s/irt1RIVhZn6qKi45xMC5axhChQRXudEzwjSmcmCifkcNGLo7PJ4ATndZT18CVVJMq66P73/ugZ7iFcKpZTCVIWhWOwtnY6jr4xXYR9OtEIs0JF+r3aTJycGYQzQRKdwspYlbHeYjY9xFOS5yT6ER2hRjy1EC9gbkhYvhFKN8mYJd2Ru8i68a0Ijj5k22TirLoTfQrpiRwJKuvcoG+n0anxDzD2D+4j/KYmqY/c9nQIv5+HBjaJlmeCGq899DwKuoD2/OjOftAP3EDrQtgI+14zhtHelofTMqlzWqiEEylHYVCpsSZCsYRT4+Na0ookczKloyrNFF300reskgWBc+8B6ISxdoU36AA0KcpKAV+hkNNe9aFJLuVFHoNlTtRMtjGr3ISNapU9HmtWVLWiRbIMlNUcqRLZLkIpEzRR/AIEkggG2aNkRqACCnrNxwX9NSmhmEWqMc+gDJxmyuyuAmIKgGDTmTKreQlBLoy/asyY0cys6qjRtKVKQZe2dLB9jeOSp/YkSt5ClTDadcSZMC0ozq8j2uxdx7b0klkE5jVkEf9i9CLSP7QDXc6MvoxmbUfK6LP2litp3Mx4WaxgOI6JGIVj7aNm4FzCkVJ9DPflipLMaVwuRq7v7mEgaVzNSKHKXO+Hxtwzaw6OVjxYq4+Y/J8gzkFrR4LYDdmbyzEnxZRTF/1fysC+I4IwaWPpoweVsg1Vc6qD/iO7CAcwG3yCzO5Vv3OqnN+T/0LuuZDuvRFg75JoFaWQcJWhhOBYFHD/B4jmqFiujoL+cQDL71ZSANNNnPl7zsPjDZxqE6e6Ps6LTZwX13OGmzjD6zl8E4evcZB9M8P2C7kuvBz0wwf9wfOH+0+fNK/nLe8r72vv0Au9R95T7ydv6J17Sedd57fO750/tv/c/nvn5s7W0vRGp+Hc9VbGzu1/AFzqezo=</latexit>

http://www.arxiv.org/abs/2304.03302


TMD STRUCTURE 13

collinear PDF

perturbative Sudakov 
form factor

Collins-Soper kernel 
(perturbative and  
nonperturbative)

see, e.g.,  Collins, “Foundations of Perturbative QCD” (11) 
TMD collaboration, “TMD Handbook,” arXiv:2304.03302 
 

matching coefficients 
(perturbative)

4

expressed as a convolution over the partonic transverse momenta of two TMD PDFs:

F
1
UU

�
xA, xB , |qT |, Q

�

= xA xB HDY(Q,µ)
X

a

ca(Q
2)

ˆ
d
2k?A d

2k?B f
a
1 (xA,k

2
?A;µ, ⇣A) f

ā
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.
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active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
values:

xA =
Qp
s
e
y
, xB =

Qp
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e
�y

. (6)

The summation over a in Eq. (4) runs over the active quarks and antiquarks at the scale Q, and ca(Q2) are
the respective electroweak charges given by
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:

Oth
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, (10)

where the
�

symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html

μb =
2e−γE

bT

μb* =
2e−γE

b̄*

f̂a
1 (x, b

2
T ;µf , ⇣f ) = [C ⌦ f1](x, µb⇤) e

R µf
µb⇤

dµ
µ

�
�F��K ln

p
⇣f
µ

� ✓p
⇣f

µb⇤

◆Kresum+gK

f1NP (x, b
2
T ; ⇣f , Q0) ,

<latexit sha1_base64="cI6SJEVqAQSixdopizjqBZ+NHnM=">AAAHVHicnVRfb9s2EJfbJem0pWvWx70QS1PEm+NJboMWCFYUKzAMCDC4aNIWMG2BkiibM/WnJNU5Ifhl+mn2uj0M2HfZw460VsSymw4jIOp4v/vdHXlHxhVnUgXBX50bNz/Z2t659an/2ee7t7+4s/flS1nWIqHnSclL8TomknJW0HPFFKevK0FJHnP6Kp4/s/irt1RIVhZn6qKi45xMC5axhChQRXudEzwjSmcmCifkcNGLo7PJ4ATndZT18CVVJMq66P73/ugZ7iFcKpZTCVIWhWOwtnY6jr4xXYR9OtEIs0JF+r3aTJycGYQzQRKdwspYlbHeYjY9xFOS5yT6ER2hRjy1EC9gbkhYvhFKN8mYJd2Ru8i68a0Ijj5k22TirLoTfQrpiRwJKuvcoG+n0anxDzD2D+4j/KYmqY/c9nQIv5+HBjaJlmeCGq899DwKuoD2/OjOftAP3EDrQtgI+14zhtHelofTMqlzWqiEEylHYVCpsSZCsYRT4+Na0ookczKloyrNFF300reskgWBc+8B6ISxdoU36AA0KcpKAV+hkNNe9aFJLuVFHoNlTtRMtjGr3ISNapU9HmtWVLWiRbIMlNUcqRLZLkIpEzRR/AIEkggG2aNkRqACCnrNxwX9NSmhmEWqMc+gDJxmyuyuAmIKgGDTmTKreQlBLoy/asyY0cys6qjRtKVKQZe2dLB9jeOSp/YkSt5ClTDadcSZMC0ozq8j2uxdx7b0klkE5jVkEf9i9CLSP7QDXc6MvoxmbUfK6LP2litp3Mx4WaxgOI6JGIVj7aNm4FzCkVJ9DPflipLMaVwuRq7v7mEgaVzNSKHKXO+Hxtwzaw6OVjxYq4+Y/J8gzkFrR4LYDdmbyzEnxZRTF/1fysC+I4IwaWPpoweVsg1Vc6qD/iO7CAcwG3yCzO5Vv3OqnN+T/0LuuZDuvRFg75JoFaWQcJWhhOBYFHD/B4jmqFiujoL+cQDL71ZSANNNnPl7zsPjDZxqE6e6Ps6LTZwX13OGmzjD6zl8E4evcZB9M8P2C7kuvBz0wwf9wfOH+0+fNK/nLe8r72vv0Au9R95T7ydv6J17Sedd57fO750/tv/c/nvn5s7W0vRGp+Hc9VbGzu1/AFzqezo=</latexit>

http://www.arxiv.org/abs/2304.03302


TMD STRUCTURE 13

collinear PDF

perturbative Sudakov 
form factor

Collins-Soper kernel 
(perturbative and  
nonperturbative)

see, e.g.,  Collins, “Foundations of Perturbative QCD” (11) 
TMD collaboration, “TMD Handbook,” arXiv:2304.03302 
 

matching coefficients 
(perturbative)

4

expressed as a convolution over the partonic transverse momenta of two TMD PDFs:

F
1
UU

�
xA, xB , |qT |, Q

�

= xA xB HDY(Q,µ)
X

a

ca(Q
2)

ˆ
d
2k?A d

2k?B f
a
1 (xA,k

2
?A;µ, ⇣A) f

ā
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In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q
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The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
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The summation over a in Eq. (4) runs over the active quarks and antiquarks at the scale Q, and ca(Q2) are
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:
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where the
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symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html
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FIG. 9: Comparison between the unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor dependent
approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as functions of
the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central panel), and

x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.
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FIG. 10: Comparison between the normalized unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor-
dependent approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as
functions of the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central

panel), and x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.

sensitive to sea quarks. On the contrary, at larger x (left panel) the uncertainty bands of the TMD PDFs for up
and down quarks are very narrow, due to the large amount of SIDIS data in combination with high-precision
DY data. Finally, it is useful to remark that the uncertainties for all flavors increase as x decreases, confirming
the need for experimental data in this kinematic region.

In Fig. 11, we display the unpolarized TMD FFs for the fragmentation into a ⇡+ of up (purple) and down
(green) quarks, as functions of the hadronic transverse momentum |P?| at µ =

p
⇣ = Q = 2 GeV and z = 0.4

(left panel), and z = 0.6 (right panel). We note that the favored fragmentation channel (in this example,
u ! ⇡+) dominates over the unfavored one. Also, both TMD FFs show a second bump at intermediate |P?|
which decreases in size at larger z, as already observed in Sec. IV A.

In Fig. 12, we display the same TMD FFs of the previous figure but normalized to each corresponding central
replica at |P?| = 0. The unfavored channel (here, d ! ⇡+) is a↵ected by larger error bands. This is mainly
due to the larger uncertainties in the corresponding collinear FFs. There is generally no significant di↵erence
between favored and unfavored channels at high z, probably due to the limited sensitivity of SIDIS data in that
kinematic region.

In Fig. 13, we show the unpolarized TMD FFs for the fragmentation of quarks u, d, and s̄ into a K+ in the
same kinematic regions and with same conventions as in Fig. 11. Similarly, in Fig. 14 we show the normalized
versions, as we did in Fig. 12 for the fragmentation into a ⇡+. We note that in general the extracted TMD
FFs for kaons are a↵ected by larger uncertainties than for pions. Also, the bump at intermediate |P?| is more
pronounced than in the case of pions, as was also observed with the hadron-dependent MAPTMD24 HD fit (see
Fig. 8). Due to the size of the corresponding collinear FFs, the fragmentation channel s̄ ! K+ is dominant,
also in the normalized case. An interesting feature of our extraction is that the two favored channels (u ! K+

and s̄ ! K+) are quite di↵erent from each other. The large uncertainties in the s̄ ! K+ fragmentation channel
may be related to the fact that this TMD FF appears in the SIDIS cross section through the convolution with

MAP Collaboration, arXiv:2405.13833
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FIG. 9: Comparison between the unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor dependent
approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as functions of
the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central panel), and

x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.
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FIG. 10: Comparison between the normalized unpolarized TMD PDFs extracted in the MAPTMD24 fit with a flavor-
dependent approach, for a up (purple), anti-up (light blue), down (green), anti-down (red), and sea (orange) quark, as
functions of the partonic transverse momentum |k?| at µ =

p
⇣ = Q = 2 GeV and x = 0.1 (left panel), x = 0.01 (central

panel), and x = 0.001 (right panel). The uncertainty bands represent the 68% C.L.

sensitive to sea quarks. On the contrary, at larger x (left panel) the uncertainty bands of the TMD PDFs for up
and down quarks are very narrow, due to the large amount of SIDIS data in combination with high-precision
DY data. Finally, it is useful to remark that the uncertainties for all flavors increase as x decreases, confirming
the need for experimental data in this kinematic region.

In Fig. 11, we display the unpolarized TMD FFs for the fragmentation into a ⇡+ of up (purple) and down
(green) quarks, as functions of the hadronic transverse momentum |P?| at µ =

p
⇣ = Q = 2 GeV and z = 0.4

(left panel), and z = 0.6 (right panel). We note that the favored fragmentation channel (in this example,
u ! ⇡+) dominates over the unfavored one. Also, both TMD FFs show a second bump at intermediate |P?|
which decreases in size at larger z, as already observed in Sec. IV A.

In Fig. 12, we display the same TMD FFs of the previous figure but normalized to each corresponding central
replica at |P?| = 0. The unfavored channel (here, d ! ⇡+) is a↵ected by larger error bands. This is mainly
due to the larger uncertainties in the corresponding collinear FFs. There is generally no significant di↵erence
between favored and unfavored channels at high z, probably due to the limited sensitivity of SIDIS data in that
kinematic region.

In Fig. 13, we show the unpolarized TMD FFs for the fragmentation of quarks u, d, and s̄ into a K+ in the
same kinematic regions and with same conventions as in Fig. 11. Similarly, in Fig. 14 we show the normalized
versions, as we did in Fig. 12 for the fragmentation into a ⇡+. We note that in general the extracted TMD
FFs for kaons are a↵ected by larger uncertainties than for pions. Also, the bump at intermediate |P?| is more
pronounced than in the case of pions, as was also observed with the hadron-dependent MAPTMD24 HD fit (see
Fig. 8). Due to the size of the corresponding collinear FFs, the fragmentation channel s̄ ! K+ is dominant,
also in the normalized case. An interesting feature of our extraction is that the two favored channels (u ! K+

and s̄ ! K+) are quite di↵erent from each other. The large uncertainties in the s̄ ! K+ fragmentation channel
may be related to the fact that this TMD FF appears in the SIDIS cross section through the convolution with

MAP Collaboration, arXiv:2405.13833

See talk by Filippo Delcarro
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higher accuracy.  

Almost a constant suppression factor.
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Figure 3. The cross-section at different orders of TMD factorization and for different boson energies.
The legend of the perturbative orders means that NkLO (NkLL) incorporates ak

s -order (ak�1
s -order) of the

coefficient function, ak
s -order of anomalous dimensions with ak+1

s -order of �cusp. The TMD distributions
and the NP part of the evolution are the same for all cases.

energies. In the plot the TMD distributions and the NP part of the evolution are held fixed while
the perturbative orders are changed. The perturbative series converges very well, and the difference
between NNLO and N3LO factorization is of order of percents. This is an additional positive aspect
of the ⇣-prescription, which is due to fact that all perturbative series are evaluated at µ = Q.

2.4.1 Matching of TMD distribution to collinear distributions

The TMD are generic non-perturbative functions that depend on the parton fraction x and the
impact parameter b. A fit of a two-variable function is a hopeless task due to the enormous
parametric freedom. This freedom can be essentially reduced by the matching of a b ! 0 boundary
of a TMD distribution to the corresponding collinear distribution. In the asymptotic limit of small-b
one has

lim
b!0

f1,f h(x, b) =
X

f 0

Z 1

x

dy

y
Cf f 0

✓
x

y
,LµOPE

, as(µOPE)

◆
f1,f 0 h(y, µOPE), (2.76)

lim
b!0

D1,f!h(z, b) =
X

f 0

Z 1

z

dy

y
Cf!f 0

✓
z

y
,LµOPE

, as(µOPE)

◆
d1,f 0!h(y, µOPE)

y2
, (2.77)

where f1(x, µ) and d1(x, µ) are collinear PDF and FF, the label f 0 runs over all active quarks,
anti-quarks and a gluon, and

Lµ = ln

✓
b2µ2

4 exp�2�E

◆
, as(µ) =

g2(µ)

(4⇡)2
, (2.78)

with �E being the Euler constant and g being QCD coupling constant. The extra factor y�2

in eq. (2.77) is present due to the normalization difference of the TMD operator in eq. (2.21)
and the collinear operator, see e.g. [5, 25]. The coefficient functions C and C can be calculated
with operator product expansion methods (for a general review see ref. [58]) and in the case of
unpolarized distributions the coefficient functions are known up to NNLO [23, 25, 26, 29]. The
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the perturbative orders are changed. The perturbative series converges very well, and the difference
between NNLO and N3LO factorization is of order of percents. This is an additional positive aspect
of the ⇣-prescription, which is due to fact that all perturbative series are evaluated at µ = Q.

2.4.1 Matching of TMD distribution to collinear distributions

The TMD are generic non-perturbative functions that depend on the parton fraction x and the
impact parameter b. A fit of a two-variable function is a hopeless task due to the enormous
parametric freedom. This freedom can be essentially reduced by the matching of a b ! 0 boundary
of a TMD distribution to the corresponding collinear distribution. In the asymptotic limit of small-b
one has
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where f1(x, µ) and d1(x, µ) are collinear PDF and FF, the label f 0 runs over all active quarks,
anti-quarks and a gluon, and

Lµ = ln

✓
b2µ2

4 exp�2�E

◆
, as(µ) =

g2(µ)

(4⇡)2
, (2.78)

with �E being the Euler constant and g being QCD coupling constant. The extra factor y�2

in eq. (2.77) is present due to the normalization difference of the TMD operator in eq. (2.21)
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Figure 12. A�nity to the TMD and collinear regions at Je↵erson Lab kinematics.

certain definition of this region is chosen, our a�nity algorithm can identify and correctly

map it, in exactly the same way as for the TMD and collinear regions.

In Figure 13 we show the TMD-collinear matching region for EIC kinematics, as de-

termined by the a�nity tool. As expected, it correctly covers the range of intermediate

values of qT , and turns out to be relevant at rather large values of Q2 corresponding to

moderate and large values of xBj.

4.4 Target and central regions

According to our estimates, at EIC kinematics only a relatively small number of bins is

expected to be associated with the target and central fragmentation regions. Indeed, only

15 bins for the target region and 457 bins for the central region exceed an a�nity of 5%.

The target and central fragmentation regions for the bins of EIC are shown in Figures 14

and 15.

As discussed in Section 2.1, partons that do not undergo an interaction with the

virtual photon hadronize and move predominantly in the direction of the nucleon. These

target fragmentation hadrons will be found in the region of positive rapidity, close to the

beam. While the experimental measurement of such hadrons is challenging, the study

of target fragmentation is important both phenomenologically and theoretically. These

processes are usually described in terms of fracture functions [14–17], which are conditional

– 20 –
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Figure 12. A�nity to the TMD and collinear regions at Je↵erson Lab kinematics.

certain definition of this region is chosen, our a�nity algorithm can identify and correctly

map it, in exactly the same way as for the TMD and collinear regions.

In Figure 13 we show the TMD-collinear matching region for EIC kinematics, as de-

termined by the a�nity tool. As expected, it correctly covers the range of intermediate

values of qT , and turns out to be relevant at rather large values of Q2 corresponding to

moderate and large values of xBj.

4.4 Target and central regions

According to our estimates, at EIC kinematics only a relatively small number of bins is

expected to be associated with the target and central fragmentation regions. Indeed, only

15 bins for the target region and 457 bins for the central region exceed an a�nity of 5%.

The target and central fragmentation regions for the bins of EIC are shown in Figures 14

and 15.

As discussed in Section 2.1, partons that do not undergo an interaction with the

virtual photon hadronize and move predominantly in the direction of the nucleon. These

target fragmentation hadrons will be found in the region of positive rapidity, close to the

beam. While the experimental measurement of such hadrons is challenging, the study

of target fragmentation is important both phenomenologically and theoretically. These

processes are usually described in terms of fracture functions [14–17], which are conditional
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Figure 12. A�nity to the TMD and collinear regions at Je↵erson Lab kinematics.

certain definition of this region is chosen, our a�nity algorithm can identify and correctly

map it, in exactly the same way as for the TMD and collinear regions.

In Figure 13 we show the TMD-collinear matching region for EIC kinematics, as de-

termined by the a�nity tool. As expected, it correctly covers the range of intermediate

values of qT , and turns out to be relevant at rather large values of Q2 corresponding to

moderate and large values of xBj.

4.4 Target and central regions

According to our estimates, at EIC kinematics only a relatively small number of bins is

expected to be associated with the target and central fragmentation regions. Indeed, only

15 bins for the target region and 457 bins for the central region exceed an a�nity of 5%.

The target and central fragmentation regions for the bins of EIC are shown in Figures 14

and 15.

As discussed in Section 2.1, partons that do not undergo an interaction with the

virtual photon hadronize and move predominantly in the direction of the nucleon. These

target fragmentation hadrons will be found in the region of positive rapidity, close to the

beam. While the experimental measurement of such hadrons is challenging, the study

of target fragmentation is important both phenomenologically and theoretically. These

processes are usually described in terms of fracture functions [14–17], which are conditional
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FIG. 17: Global �2
/Ndat for di↵erent configurations of the kinematic cut on SIDIS data sets (see text). The blue point

corresponds to the reference cut used in the present baseline fit.

In conclusion, from our analysis it emerges that the validity of the TMD formalism in the kinematic region
covered by COMPASS and HERMES seems to extend well beyond the customary cut |qT |/Q ⌧ 1.

This evidence justifies in a quantitative way our choice for the cut |qT |/Q in Eq. (54) for the baseline fit, and
explains why we obtain values of �2

/Ndat close to one also with less conservative cuts. Moreover, it suggests
that the applicability of TMD factorization in SIDIS might be defined in terms of |PhT | rather than |qT |, calling
for more extensive studies in this direction.
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FIG. 18: Comparison between COMPASS multiplicities and theoretical results for the SIDIS production of unidentified
positively charged hadrons o↵ a deuteron target at 1.3 < Q < 1.73 GeV, 0.02 < x < 0.032 and 0.3 < z < 0.4 as a
function of |PhT |/Q. Upper panel: light-blue rectangles for baseline fit at 68% CL, empty squares for data points not
included in the baseline fit. Lower panel: ratio between experimental data and theoretical results.

V. CONCLUSIONS AND OUTLOOK

In this article, we presented an extraction of unpolarized Transverse-Momentum Dependent Parton Distri-
bution Functions and Fragmentation Functions (TMD PDFs and TMD FFs, respectively), which we refer to as
MAPTMD22.
We analyzed 2031 data points collected by several experiments: 251 data points from Drell–Yan (DY) produc-

tion measured at Tevatron, LHC and RHIC, 233 points from fixed-target DY (see Tab. II) and 1547 data points
from Semi-Inclusive Deep Inelastic Scattering (SIDIS) measured by the HERMES and COMPASS collaborations
(see Tab. III).

|qT | = |PhT | /z ≪ Q
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We analyzed 2031 data points collected by several experiments: 251 data points from Drell–Yan (DY) produc-

tion measured at Tevatron, LHC and RHIC, 233 points from fixed-target DY (see Tab. II) and 1547 data points
from Semi-Inclusive Deep Inelastic Scattering (SIDIS) measured by the HERMES and COMPASS collaborations
(see Tab. III).
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the HSO parametrization of k2

Tfu/p(x, kT;Q,Q
2), as obtained by using the Gaussian and the spectator nonperturbative models,

while the dashed-dotted purple lines represent the corresponding perturbative (large kT) behaviour. Black lines represent the
NNLL MAP22 [46] results and were produced with NangaParbat.

transverse single spin asymmetries from the JAM collaboration in Ref. [48] is accompanied by the rather bold but
dubious interpretation that it “indicates single transverse-spin asymmetries in high-energy collisions have a common
origin.” In support of this claim, Ref. [48] uses a hybrid of rather di↵erent theoretical formalisms, approximations,
and simplifying assumptions in the calculations they use for their phenomenological analysis, with TMD factorization
appearing as only one component. The range of Q is large, extending as low as Q ⇡ 1.4 GeV, near the boundary where
factorization starts to be questionable, and as high as 80 GeV, so that at least some nontrivial e↵ects from evolution
might be expected. The fits appear reasonable by the standards of �2 minimization, but it is unclear how sensitive
this outcome is to the underlying theoretical hypotheses and assumptions that they purport to test. It is also unclear
how sensitive each data set is to each mechanism under consideration, or if there is an associated overfitting problem
of the type discussed above for unpolarized scattering. Therefore, the claims of predictive power given there are
di�cult to assess. Notably, however, the fits in Ref. [48] fail significantly at predicting most of the data in subsequent
measurements from the STAR collaboration [49].

The approach we have discussed in this paper extends naturally to spin dependent observables like those considered
in Ref. [48] while providing a much more systematic way to frame and assess claims of predictive power.
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The paper emphasizes the relevance of prescription choices and simultaneous TMD-PDF fit,  
but does not provide a fit to extended data sets.
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of the type discussed above for unpolarized scattering. Therefore, the claims of predictive power given there are
di�cult to assess. Notably, however, the fits in Ref. [48] fail significantly at predicting most of the data in subsequent
measurements from the STAR collaboration [49].

The approach we have discussed in this paper extends naturally to spin dependent observables like those considered
in Ref. [48] while providing a much more systematic way to frame and assess claims of predictive power.
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FIG. 9: The up-flavor TMD pdfs obtained within the HSO approach from this paper compared those of the MAP22 collabora-
tion, at x = 0.1 and six di↵erent values of Q, as indicated in the legend inside each panel. The solid and dashed purple lines are
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transverse single spin asymmetries from the JAM collaboration in Ref. [48] is accompanied by the rather bold but
dubious interpretation that it “indicates single transverse-spin asymmetries in high-energy collisions have a common
origin.” In support of this claim, Ref. [48] uses a hybrid of rather di↵erent theoretical formalisms, approximations,
and simplifying assumptions in the calculations they use for their phenomenological analysis, with TMD factorization
appearing as only one component. The range of Q is large, extending as low as Q ⇡ 1.4 GeV, near the boundary where
factorization starts to be questionable, and as high as 80 GeV, so that at least some nontrivial e↵ects from evolution
might be expected. The fits appear reasonable by the standards of �2 minimization, but it is unclear how sensitive
this outcome is to the underlying theoretical hypotheses and assumptions that they purport to test. It is also unclear
how sensitive each data set is to each mechanism under consideration, or if there is an associated overfitting problem
of the type discussed above for unpolarized scattering. Therefore, the claims of predictive power given there are
di�cult to assess. Notably, however, the fits in Ref. [48] fail significantly at predicting most of the data in subsequent
measurements from the STAR collaboration [49].

The approach we have discussed in this paper extends naturally to spin dependent observables like those considered
in Ref. [48] while providing a much more systematic way to frame and assess claims of predictive power.

The kT2 weighing exposes the tails

Aslan, Boglione, Gonzalez-Hernandez, Rainaldi, Rogers, Simonelli, 2401.14266

The paper emphasizes the relevance of prescription choices and simultaneous TMD-PDF fit,  
but does not provide a fit to extended data sets.

See talk by Tommaso Rainaldi

https://arxiv.org/abs/2401.14266
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qT-crisis or misinterpretation

H. Avakian, Trieste, June 4 9

The qT=PT/z theory “trustworthy” cut:  
1)Suppresses moderate Q2 and large PT 
(sensitive to kT), where all kind of 
azimuthal modulations are most significant 
2)Enhances large z region (ex. Exclusive 
Events) in TMD and low z in FO calculations

3)  Cuts not only most of the JLab data, but 
practically all accessible in polarized SIDIS 
large PT samples , including ones from 
HERMES  COMPASS, and even EIC.

https://arxiv.org/pdf/1709.07374.pdf

PT
2

JLab: not enough energy to produce large PT
HERMES: not enough luminosity to access large PT

• What is the origin of the
“high” PT (0.8-1.8) tail?

1) Perturbative contributions?
2) Non perturbative contributions? 
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Contamination of hadrons from 𝝆𝝆𝟎𝟎and 𝝓𝝓

6/5/2024 TRANSVERSITY2024 31

A. Bressan’s talk at Transversity 2024

Contamination of hadrons from 𝝆𝝆𝟎𝟎and 𝝓𝝓

6/5/2024 TRANSVERSITY2024 31
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Let’s hope that both data and fits can lie in comfortable beds 



EXPECTED DATA 26

Hadron production in DIS: PT-dependent distributions

h± multiplicity in x : Q2 : z : P 2
T

[COMPASS, Phys.Rev.D97 (2018) 032006]

µ 6LiD ! µ0 h± X,
p
s = 18 GeV.

Inclusive RC from RADGEN.

EVM correction: HEPGEN (no SDMEs).
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h± distributions in x : Q2 : z : P 2
T (2nd z bin)

[A.Moretti (COMPASS), Proc. of ICNFP 2020]

µ p ! µ0 h± X,
p
s = 18 GeV.

Normalised to the lowest-PT point.

Kinematic domain to be expanded.

No RC, coming soon (DJANGOH)

Visible EVM decays excluded.

Remaining EVMs subtracted
(HEPGEN with SDMEs).

More in Andrea Bressan’s talk.

Jan Matoušek (Charles University) TMDs in unpolarised processes – exp. 5. 6. 2024, Transversity 13 / 36
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CLAS12 1h Multiplicities: high PT & phase space 

For some kinematic regions, 
at low z, the high PT  distribution appear 
suppressed: there is no enough energy
in the system to produce hadron with high 
transverse momentum (phase space 
effect).
If the effect is accounted, the CLAS data 
follows global fits.

G. Angelini, Sar Wors 2021, Sep 8, 2021

PDF & FF used:
CTEQ PhysRevD.103.014013  &
DeFlorian-Sassot PhysRevD.91.014035

PDF & FF used:
CTEQ PhysRevD.103.014013  &
DeFlorian-Sassot PhysRevD.91.014035

<Q^2> = 1.8 GeV^2 
<x>= 0.13

<Q^2> = 1.8 GeV^2 
<x>= 0.13PRELIMINARY

G. Angelini’s talk at SarWors2021Compass multiplicities  
off protons
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▸ Simple Guassians or bell-like shapes are not sufficient to describe data

▸ The TMD shape must be x-dependent

▸ The TMD frag. functions are probably different for different final-state hadrons

▸ The TMDs are probably different for different quark flavors

SOME LESSONS LEARNED
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FIG. 2. Comparison of CS kernels extracted from differ-

ent combinations of the pseudo-data. The top plot shows all

possible (twelve) combinations of pseudo-data with different

kinematics, listed in the table I. The bottom plot show ex-

tractions made with different input collinear PDFs. The solid

lines are the central values. The shaded areas are the statis-

tical uncertainty. The oscillations at b ⇠ 4� 6GeV
�1

are due

to the finite bin size in the qT -space. The gray dashed line in

the lower plot shows the effect of incomplete cancellation of

parton’s momentum if PDFs in the comparing cross-section

are different (here, CT18 vs. CASCADE).

tions of CS kernel is shown in fig.3. The CASCADE
extraction lightly disagrees with the perturbative curve
(b < 1GeV�1), but in agreement with the SV19 [10] and
Pavia17 [7] for 1 < b < 3GeV�1.

The fit of the large-b part by a polynomial gives

D(b, µ) ⇠ [(0.069± 0.031)GeV]⇥ b, (11)

with a negligible quadratic part. We conclude that the
CASCADE suggests a linear asymptotic, which was also
used in the SV19 series of fits [9, 10, 37], and supported
by theoretical estimations [14, 38]

Conclusions. We have presented the method of di-
rect extraction of the CS kernel from the data, using the
proper combination of cross-sections with different kine-
matics. For explicitness, we considered the case of the
Drell-Yan process, but the method can be easily gener-
alized to other processes such as SIDIS, semi-inclusive
annihilation, Z/W-boson production, and their polarized
versions.
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FIG. 3. Comparison of the CS kernels obtained in different

approaches. CASCADE curve is obtained in this work. The

curves SV19, MAP22, Pavia19 and Pavia17 are obtained from

the fits of Drell-Yan and SIDIS data in refs. [39], [10], [11],

and [7], correspondingly. Dots represent the computations of

CS kernel on the lattice, with SVZES, ETMC/PKU, SVZ,

LPC20 and LPC22 corresponding to refs.[16], [40], [17], [41],

and [42].

The method is tested using the pseudo-data gener-
ated by the CASCADE event generator, and the corre-
sponding CS kernel is extracted. Amazingly, all expected
properties of the CS kernel (such as universality) are ob-
served in the CASCADE generator. This non-trivially
supports both the TMD factorization and the PB ap-
proaches and solves an old-stated problem of comparison
between non-perturbative distributions extracted within
these approaches [43, 44].

The procedure can be applied to the real experimental
data without modifications. In this case, the uncertain-
ties of extraction will be dominated by the statistical un-
certainties of measurements since many systematic uncer-
tainties cancel in the ratio. Thus the method is feasible
for modern and future experiments, such JLab [45, 46],
LHC [47], and EIC [48, 49]. They can be applied to al-
ready collected data after a rebinning. Importantly, the
procedure is model-independent and provides access to
the CS kernel based on the first principles.

Acknowledgments. We thank Hannes Jung and
Francesco Hautmann for discussions, and also Qi-An
Zhang and Alessandro Bacchetta for providing us with
their extractions. A.V. is funded by the Atracción de Tal-
ento Investigador program of the Comunidad de Madrid
(Spain) No. 2020-T1/TIC-20204. This work was par-
tially supported by DFG FOR 2926 “Next Generation
pQCD for Hadron Structure: Preparing for the EIC”,
project number 430824754
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CS kernel on the lattice, with SVZES, ETMC/PKU, SVZ,
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The method is tested using the pseudo-data gener-
ated by the CASCADE event generator, and the corre-
sponding CS kernel is extracted. Amazingly, all expected
properties of the CS kernel (such as universality) are ob-
served in the CASCADE generator. This non-trivially
supports both the TMD factorization and the PB ap-
proaches and solves an old-stated problem of comparison
between non-perturbative distributions extracted within
these approaches [43, 44].

The procedure can be applied to the real experimental
data without modifications. In this case, the uncertain-
ties of extraction will be dominated by the statistical un-
certainties of measurements since many systematic uncer-
tainties cancel in the ratio. Thus the method is feasible
for modern and future experiments, such JLab [45, 46],
LHC [47], and EIC [48, 49]. They can be applied to al-
ready collected data after a rebinning. Importantly, the
procedure is model-independent and provides access to
the CS kernel based on the first principles.
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The method is tested using the pseudo-data gener-
ated by the CASCADE event generator, and the corre-
sponding CS kernel is extracted. Amazingly, all expected
properties of the CS kernel (such as universality) are ob-
served in the CASCADE generator. This non-trivially
supports both the TMD factorization and the PB ap-
proaches and solves an old-stated problem of comparison
between non-perturbative distributions extracted within
these approaches [43, 44].

The procedure can be applied to the real experimental
data without modifications. In this case, the uncertain-
ties of extraction will be dominated by the statistical un-
certainties of measurements since many systematic uncer-
tainties cancel in the ratio. Thus the method is feasible
for modern and future experiments, such JLab [45, 46],
LHC [47], and EIC [48, 49]. They can be applied to al-
ready collected data after a rebinning. Importantly, the
procedure is model-independent and provides access to
the CS kernel based on the first principles.
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extraction lightly disagrees with the perturbative curve
(b < 1GeV�1), but in agreement with the SV19 [10] and
Pavia17 [7] for 1 < b < 3GeV�1.

The fit of the large-b part by a polynomial gives

D(b, µ) ⇠ [(0.069± 0.031)GeV]⇥ b, (11)

with a negligible quadratic part. We conclude that the
CASCADE suggests a linear asymptotic, which was also
used in the SV19 series of fits [9, 10, 37], and supported
by theoretical estimations [14, 38]

Conclusions. We have presented the method of di-
rect extraction of the CS kernel from the data, using the
proper combination of cross-sections with different kine-
matics. For explicitness, we considered the case of the
Drell-Yan process, but the method can be easily gener-
alized to other processes such as SIDIS, semi-inclusive
annihilation, Z/W-boson production, and their polarized
versions.
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FIG. 3. Comparison of the CS kernels obtained in different

approaches. CASCADE curve is obtained in this work. The

curves SV19, MAP22, Pavia19 and Pavia17 are obtained from

the fits of Drell-Yan and SIDIS data in refs. [39], [10], [11],

and [7], correspondingly. Dots represent the computations of

CS kernel on the lattice, with SVZES, ETMC/PKU, SVZ,

LPC20 and LPC22 corresponding to refs.[16], [40], [17], [41],

and [42].

The method is tested using the pseudo-data gener-
ated by the CASCADE event generator, and the corre-
sponding CS kernel is extracted. Amazingly, all expected
properties of the CS kernel (such as universality) are ob-
served in the CASCADE generator. This non-trivially
supports both the TMD factorization and the PB ap-
proaches and solves an old-stated problem of comparison
between non-perturbative distributions extracted within
these approaches [43, 44].

The procedure can be applied to the real experimental
data without modifications. In this case, the uncertain-
ties of extraction will be dominated by the statistical un-
certainties of measurements since many systematic uncer-
tainties cancel in the ratio. Thus the method is feasible
for modern and future experiments, such JLab [45, 46],
LHC [47], and EIC [48, 49]. They can be applied to al-
ready collected data after a rebinning. Importantly, the
procedure is model-independent and provides access to
the CS kernel based on the first principles.
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renormalization scheme.
While a complete quantification of systematic uncer-

tainties would require performing lattice QCD calcula-
tions at multiple lattice spacings and at larger boosts or
higher-order perturbative matching, the precision and
control over systematic uncertainties achieved in this
work is su�cient to preliminarily compare the CS kernel
determination with phenomenological parameterizations
of the kernel fit to experimental data. In Fig. 15 the
final determination is compared with the following pa-
rameterizations: Scimemi and Vladimirov (SV19) [51],
Bachetta et al. (Pavia19) [52], the MAP Collaboration
(MAPTMD22) [55], Moos et al. (ART23) [56], as well as
an older parameterization based on the work of Brock,
Landry, Nadolsky and Yuan (BLNY) [44] and employed
in recent code packages for resummation calculations rel-
evant to precision electroweak measurements [110, 111].
Within quantified uncertainties, the data agrees with all

FIG. 14. Imaginary part of the CS kernel estimator shown
for various accuracies of the perturbative matching correction
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FIG. 15. CS kernel with uNNLL matching in bT space (green
squares) compared to phenomenological parameterizations of
experimental data in Refs. [44, 51, 52, 55, 56] labelled BLNY,
SV19, Pavia19, MAP22, and ART23, respectively, as well as
perturbative results from Refs. [108, 109] labelled N3LO.

models in the range 0.12 fm <
≥ bT

<
≥ 0.24 fm, with all

but BLNY for 0.24 fm <
≥ bT

<
≥ 0.6 fm, and with SV19,

MAPTMD22 and ART23 for bT
>
≥ 0.6 fm. Finally, for

bT Ø 0.6 fm, the results are consistent with a constant,
as suggested for the large-bT behavior in Ref. [112]. Dis-
cretization artifacts and power corrections, both enhanced
at small bT , will be studied in more detail in future work.
More refined comparisons would also take into account
the di�erences in the number of quark flavors and their
masses between the lattice QCD determination and the
global analyses, which lead to perturbative corrections
described in Ref. [113].
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FIG. 2. Comparison of CS kernels extracted from differ-

ent combinations of the pseudo-data. The top plot shows all

possible (twelve) combinations of pseudo-data with different

kinematics, listed in the table I. The bottom plot show ex-

tractions made with different input collinear PDFs. The solid

lines are the central values. The shaded areas are the statis-

tical uncertainty. The oscillations at b ⇠ 4� 6GeV
�1

are due

to the finite bin size in the qT -space. The gray dashed line in

the lower plot shows the effect of incomplete cancellation of

parton’s momentum if PDFs in the comparing cross-section

are different (here, CT18 vs. CASCADE).

tions of CS kernel is shown in fig.3. The CASCADE
extraction lightly disagrees with the perturbative curve
(b < 1GeV�1), but in agreement with the SV19 [10] and
Pavia17 [7] for 1 < b < 3GeV�1.

The fit of the large-b part by a polynomial gives

D(b, µ) ⇠ [(0.069± 0.031)GeV]⇥ b, (11)

with a negligible quadratic part. We conclude that the
CASCADE suggests a linear asymptotic, which was also
used in the SV19 series of fits [9, 10, 37], and supported
by theoretical estimations [14, 38]

Conclusions. We have presented the method of di-
rect extraction of the CS kernel from the data, using the
proper combination of cross-sections with different kine-
matics. For explicitness, we considered the case of the
Drell-Yan process, but the method can be easily gener-
alized to other processes such as SIDIS, semi-inclusive
annihilation, Z/W-boson production, and their polarized
versions.
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curves SV19, MAP22, Pavia19 and Pavia17 are obtained from

the fits of Drell-Yan and SIDIS data in refs. [39], [10], [11],

and [7], correspondingly. Dots represent the computations of

CS kernel on the lattice, with SVZES, ETMC/PKU, SVZ,

LPC20 and LPC22 corresponding to refs.[16], [40], [17], [41],

and [42].

The method is tested using the pseudo-data gener-
ated by the CASCADE event generator, and the corre-
sponding CS kernel is extracted. Amazingly, all expected
properties of the CS kernel (such as universality) are ob-
served in the CASCADE generator. This non-trivially
supports both the TMD factorization and the PB ap-
proaches and solves an old-stated problem of comparison
between non-perturbative distributions extracted within
these approaches [43, 44].

The procedure can be applied to the real experimental
data without modifications. In this case, the uncertain-
ties of extraction will be dominated by the statistical un-
certainties of measurements since many systematic uncer-
tainties cancel in the ratio. Thus the method is feasible
for modern and future experiments, such JLab [45, 46],
LHC [47], and EIC [48, 49]. They can be applied to al-
ready collected data after a rebinning. Importantly, the
procedure is model-independent and provides access to
the CS kernel based on the first principles.
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renormalization scheme.
While a complete quantification of systematic uncer-

tainties would require performing lattice QCD calcula-
tions at multiple lattice spacings and at larger boosts or
higher-order perturbative matching, the precision and
control over systematic uncertainties achieved in this
work is su�cient to preliminarily compare the CS kernel
determination with phenomenological parameterizations
of the kernel fit to experimental data. In Fig. 15 the
final determination is compared with the following pa-
rameterizations: Scimemi and Vladimirov (SV19) [51],
Bachetta et al. (Pavia19) [52], the MAP Collaboration
(MAPTMD22) [55], Moos et al. (ART23) [56], as well as
an older parameterization based on the work of Brock,
Landry, Nadolsky and Yuan (BLNY) [44] and employed
in recent code packages for resummation calculations rel-
evant to precision electroweak measurements [110, 111].
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<
≥ 0.6 fm, and with SV19,

MAPTMD22 and ART23 for bT
>
≥ 0.6 fm. Finally, for

bT Ø 0.6 fm, the results are consistent with a constant,
as suggested for the large-bT behavior in Ref. [112]. Dis-
cretization artifacts and power corrections, both enhanced
at small bT , will be studied in more detail in future work.
More refined comparisons would also take into account
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masses between the lattice QCD determination and the
global analyses, which lead to perturbative corrections
described in Ref. [113].

Avkhadiev, Shanahan, Wagman, Zhao, arXiv:2307.12359

See talk by Patrizio Pucci

https://arxiv.org/abs/2206.01105
https://arxiv.org/abs/2307.12359


CONNECTIONS WITH LATTICE QCD: COLLINS-S0PER KERNEL 29

Bermudez Martinez, Vladimirov, arXiv:2206.01105
4

FIG. 2. Comparison of CS kernels extracted from differ-

ent combinations of the pseudo-data. The top plot shows all

possible (twelve) combinations of pseudo-data with different

kinematics, listed in the table I. The bottom plot show ex-

tractions made with different input collinear PDFs. The solid
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tions of CS kernel is shown in fig.3. The CASCADE
extraction lightly disagrees with the perturbative curve
(b < 1GeV�1), but in agreement with the SV19 [10] and
Pavia17 [7] for 1 < b < 3GeV�1.

The fit of the large-b part by a polynomial gives

D(b, µ) ⇠ [(0.069± 0.031)GeV]⇥ b, (11)

with a negligible quadratic part. We conclude that the
CASCADE suggests a linear asymptotic, which was also
used in the SV19 series of fits [9, 10, 37], and supported
by theoretical estimations [14, 38]

Conclusions. We have presented the method of di-
rect extraction of the CS kernel from the data, using the
proper combination of cross-sections with different kine-
matics. For explicitness, we considered the case of the
Drell-Yan process, but the method can be easily gener-
alized to other processes such as SIDIS, semi-inclusive
annihilation, Z/W-boson production, and their polarized
versions.
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and [7], correspondingly. Dots represent the computations of
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LPC20 and LPC22 corresponding to refs.[16], [40], [17], [41],

and [42].

The method is tested using the pseudo-data gener-
ated by the CASCADE event generator, and the corre-
sponding CS kernel is extracted. Amazingly, all expected
properties of the CS kernel (such as universality) are ob-
served in the CASCADE generator. This non-trivially
supports both the TMD factorization and the PB ap-
proaches and solves an old-stated problem of comparison
between non-perturbative distributions extracted within
these approaches [43, 44].

The procedure can be applied to the real experimental
data without modifications. In this case, the uncertain-
ties of extraction will be dominated by the statistical un-
certainties of measurements since many systematic uncer-
tainties cancel in the ratio. Thus the method is feasible
for modern and future experiments, such JLab [45, 46],
LHC [47], and EIC [48, 49]. They can be applied to al-
ready collected data after a rebinning. Importantly, the
procedure is model-independent and provides access to
the CS kernel based on the first principles.
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tions at multiple lattice spacings and at larger boosts or
higher-order perturbative matching, the precision and
control over systematic uncertainties achieved in this
work is su�cient to preliminarily compare the CS kernel
determination with phenomenological parameterizations
of the kernel fit to experimental data. In Fig. 15 the
final determination is compared with the following pa-
rameterizations: Scimemi and Vladimirov (SV19) [51],
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>
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cretization artifacts and power corrections, both enhanced
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FIG. 15: The Collins–Soper kernel as a function of |bT | at the scale µ = 2 GeV from the three versions of the present
analysis (MAPTMD24 FI, MAPTMD24 HD, and MAPTMD24 FD), compared with the MAPTMD22 result [7]. The
uncertainty bands represent the 68% C.L. Dashed lines show the e↵ect of including the bmin-prescription of Eq. (20).

must be finite, positive across all the x and Q values considered in this fit, and dominated by the small-|k?|
region of the TMDs:

hk
2
?i

q
r(x, Q) =

2M2 f̂
q (1)
1 (x, |bT |, Q, Q2)

f̂
q
1 (x, |bT |, Q, Q2)

��
��
|bT |=2.0 bmax

, (33)

where we denote with the subscript r the regularized definition of the average squared momenta.
The same arguments can be applied to the regularized average squared transverse momentum produced in

the fragmentation of a given quark q into the final state hadron h [7, 38, 103, 104]:

hP
2
?i

q!h
r (z, Q) =

2 z2 M2
h D̂

q!h (1)
1 (z, |bT |, Q, Q2)

D̂
q!h
1 (z, |bT |, Q, Q2)

��
��
|bT |=2.0 bmax

, (34)

where the Fourier transform D̂
q!h
1 of the TMD FF is defined in Eq. (13), and the first Bessel moment of the

TMD FF D̂
q!h (1)
1 is defined as [38]:

D̂
q!h (1)
1 (z, |bT |, Q, Q

2
) =

2⇡

M2
h

ˆ +1

0

d|P?|
z
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|P?|
z|bT |

J1

�
|bT ||P?|/z

�
D

q!h
1 (z, P

2
?, Q, Q

2
)

= �
2

M2
h

@

@b2
T

D̂
q!h
1 (z, |bT |, Q, Q

2
) . (35)

In Fig. 16, we display the scatter plot of hP 2
?if!h

r at z = 0.5 versus hk2
?ifr for di↵erent flavors f . Lower

panels show the results at Q = 1 GeV, the upper-right panel at Q = 5 GeV. The hk2
?ifr in the right panels are

evaluated at x = 0.1, while the left panel at x = 0.001. In the upper-left corner we display the legend of the
various scatter plots with di↵erent color codes for the di↵erent flavors: the circles refer to hP 2

?if!⇡
+

r for the

fragmentation into ⇡+ pions, while the triangles are for hP 2
?if!K

+

r into K+ kaons. The black squares refer to
the mean value of each cluster of colored points. We display only the 68% C.L. of the di↵erent ensembles of
replicas.

The pink cluster, representing the replicas of the MAPTMD24 FI fit, appears along the x axis in an interme-
diate position with respect to other clusters, indicating that the nonperturbative component of the TMD PDFs
in the flavor-independent approach is approximately an average across di↵erent flavors. Similarly, its position
along the y axis is an average between the positions of the clusters of pions and kaons. The clusters for the
fragmentation into kaons appear at higher average squared transverse momenta than for pions, and are more
spread. For di↵erent values of x, the ordering of the various flavors changes. All these features reflect the results
of the MAPTMD24 FD fit that we already commented, in particular the outcome in Fig. 10. Finally, both the
values of hk2

?ifr and hP 2
?if!h

r increase as Q increases, since the evolution equations generate a broadening of
the transverse momentum distributions.
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FIG. 5. Our final results for isovector unpolarized TMDPDFs xf(x, b?, µ, ⇣) at renormalization scale µ = 2 GeV and rapidity
scale

p
⇣ = 2 GeV, extrapolated to physical pion mass 135 MeV and infinite momentum limit P z ! 1, compared with PV17

[6], MAPTMD22 [9], SV19 [7] and BHLSVZ22 [8] global fits (slashed bands). The colored bands denote our results with both
statistical and systematic uncertainties, the shaded grey regions imply the endpoint regions where LaMET predictions are not
reliable.
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SUPPLEMENTAL MATERIALS

Renormalization

In order to renormalize the bare quasi-TMD matrix
elements, the square root of Wilson loop

p
ZE and loga-

rithmic divergence factor ZO need to be computed.
The Wilson loop ZE(r = 2L+z, b?, a) is defined as the

vacuum expectation of a rectangular shaped space-like
gauge links with size r⇥b?. It is introduced to eliminate
the linear divergence form as e��m̄r, which comes from
the self-energy corrections of the gauge link [28, 34], as
well as the pinch-pole singularity, which comes from the
heavy quark e↵ective potential term e�V (b?)L from the
interactions between the two Wilson lines along the z
direction in the staple link [20]. In practice, the signal
to noise ratio of ZE(r, b?, a) grows fast and is hardly
available at large r and/or b?. To address this, we fit the
e↵ective energies of Wilson loop, which denote the QCD
static potentials, and then extrapolate them at large r
and/or b? area, as in Ref. [27]. Numerical results of
Wilson loop are shown in the upper panel of Fig. 6.

Besides, the logarithmic divergences factor ZO can be
extracted from the zero-momentum bare matrix elements
h̃0
� (z, b?, 0, a, L). In order to keep the renormalized ma-

trix elements consistent with perturbation theory, ZO

should be determined with the condition:

ZO(1/a, µ,�) = lim
L!1

h̃0
� (z, b?, 0, a, L)p

ZE (2L+ z, b?, a)h̃MS
� (z, b?, µ)

(12)

in a specific window where z ⌧ ⇤�1
QCD so that the

perturbation theory works well. Here the perturbation
results have been evolved from the intrinsic physical
scale 2e��E/

p
z2 + b2? to MS scale µ via renormalization

group equation [44]. To preserve a good convergence of
the perturbation theory before and after RG evolution,
we choose the region where b? = a, z = 0 or a. More
discussions about RG evolution can be found in the fol-
lowing section. The numerical value for ZO in this work
is taken as 1.0622(87), of which the uncertainty is negli-
gible compared with other systematic uncertainties.
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Figure 10: (a) Present measured value of <, , compared to SM prediction from the global electroweak fit [6], and to
the measurements of LEP [10], Tevatron [18, 19] and the LHC [12, 13]. (b) The 68% and 95% confidence level
contours of the <, and <C indirect determinations from the global electroweak fit [7], compared to the 68% and
95% confidence-level contours of the present ATLAS measurement of <, , the ATLAS measurement of <� [61]
and the LHC measurement of <C [60].

Standard Model electroweak fit are shown in Figure 10(b), and are compared to the present measurement
of <, and to the combined value of the LHC top-quark mass determinations at 7 and 8 TeV [60].
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Figure 10: (a) Present measured value of <, , compared to SM prediction from the global electroweak fit [6], and to
the measurements of LEP [10], Tevatron [18, 19] and the LHC [12, 13]. (b) The 68% and 95% confidence level
contours of the <, and <C indirect determinations from the global electroweak fit [7], compared to the 68% and
95% confidence-level contours of the present ATLAS measurement of <, , the ATLAS measurement of <� [61]
and the LHC measurement of <C [60].

Standard Model electroweak fit are shown in Figure 10(b), and are compared to the present measurement
of <, and to the combined value of the LHC top-quark mass determinations at 7 and 8 TeV [60].
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Figure 10: (a) Present measured value of <, , compared to SM prediction from the global electroweak fit [6], and to
the measurements of LEP [10], Tevatron [18, 19] and the LHC [12, 13]. (b) The 68% and 95% confidence level
contours of the <, and <C indirect determinations from the global electroweak fit [7], compared to the 68% and
95% confidence-level contours of the present ATLAS measurement of <, , the ATLAS measurement of <� [61]
and the LHC measurement of <C [60].

Standard Model electroweak fit are shown in Figure 10(b), and are compared to the present measurement
of <, and to the combined value of the LHC top-quark mass determinations at 7 and 8 TeV [60].
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Figure 10: (a) Present measured value of <, , compared to SM prediction from the global electroweak fit [6], and to
the measurements of LEP [10], Tevatron [18, 19] and the LHC [12, 13]. (b) The 68% and 95% confidence level
contours of the <, and <C indirect determinations from the global electroweak fit [7], compared to the 68% and
95% confidence-level contours of the present ATLAS measurement of <, , the ATLAS measurement of <� [61]
and the LHC measurement of <C [60].

Standard Model electroweak fit are shown in Figure 10(b), and are compared to the present measurement
of <, and to the combined value of the LHC top-quark mass determinations at 7 and 8 TeV [60].
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Figure 5: Comparison of the determination of Us (</ ) from the /-boson transverse-momentum distribution (ATLAS
/ ?T 8 TeV) with other determinations at hadron colliders [17–23, 35], with the PDG category averages [3], with the
lattice QCD determination [10], and with the PDG world average [3].
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Table 1: Summary of the uncertainties in the determination of Us (</ ), in units of 10�3.

Experimental uncertainty ±0.44
PDF uncertainty ±0.51
Scale variation uncertainties ±0.42
Matching to fixed order 0 �0.08
Non-perturbative model +0.12 �0.20
Flavour model +0.40 �0.29
QED ISR ±0.14
N4LL approximation ±0.04

Total +0.91 �0.88

Fits without the O(U
3
s ) matching corrections yield an Us(</ ) central value which is 0.00024 lower, and

the half envelope due to the scale variations increases from ±0.00042 to ±0.00062, which is consistent
with the observed shift. Uncertainties in the matching to fixed order are estimated with fits in which the
unitarity constraint is not applied. For these fits, the midpoint and half envelope of Us(</ ) values from
the scale variations yield Us(</ ) = 0.11820 ± 0.00037. The difference between this set of fits and the
nominal set of fits is taken as a one-sided matching uncertainty of �0.00008.

Additional uncertainties in the modelling of the non-perturbative form factor are estimated with variations
of corresponding parameters, leading to an estimate of +0.00012

�0.00020, as described in Section 7. The effect
of charm- and bottom-quark masses and thresholds are estimated with various alternative fits, such as
by including variable-flavour number either in the evolution of the PDFs (�0.00029) or in the running
of Us [67] in the Sudakov form factor (+0.00021), by varying the charm threshold `2 by a factor of 2
(+0.00007), by varying the bottom threshold `1 by a factor of 0.5 (�0.00029), or by including the effect of
final-state gluon-splitting into massive bottom-quark (+0.00040) and charm-quark (+0.00001) pairs. The
largest excursions are taken as an estimated uncertainty of +0.00040

�0.00029 associated with the flavour model.
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Table 1: Summary of the uncertainties in the determination of Us (</ ), in units of 10�3.

Experimental uncertainty ±0.44
PDF uncertainty ±0.51
Scale variation uncertainties ±0.42
Matching to fixed order 0 �0.08
Non-perturbative model +0.12 �0.20
Flavour model +0.40 �0.29
QED ISR ±0.14
N4LL approximation ±0.04

Total +0.91 �0.88

Fits without the O(U
3
s ) matching corrections yield an Us(</ ) central value which is 0.00024 lower, and

the half envelope due to the scale variations increases from ±0.00042 to ±0.00062, which is consistent
with the observed shift. Uncertainties in the matching to fixed order are estimated with fits in which the
unitarity constraint is not applied. For these fits, the midpoint and half envelope of Us(</ ) values from
the scale variations yield Us(</ ) = 0.11820 ± 0.00037. The difference between this set of fits and the
nominal set of fits is taken as a one-sided matching uncertainty of �0.00008.

Additional uncertainties in the modelling of the non-perturbative form factor are estimated with variations
of corresponding parameters, leading to an estimate of +0.00012

�0.00020, as described in Section 7. The effect
of charm- and bottom-quark masses and thresholds are estimated with various alternative fits, such as
by including variable-flavour number either in the evolution of the PDFs (�0.00029) or in the running
of Us [67] in the Sudakov form factor (+0.00021), by varying the charm threshold `2 by a factor of 2
(+0.00007), by varying the bottom threshold `1 by a factor of 0.5 (�0.00029), or by including the effect of
final-state gluon-splitting into massive bottom-quark (+0.00040) and charm-quark (+0.00001) pairs. The
largest excursions are taken as an estimated uncertainty of +0.00040

�0.00029 associated with the flavour model.

The inclusion of initial-state radiation of photons at leading-logarithm accuracy shifts the value of Us(</ ) by
�0.00028. Half of this shift is assigned as an uncertainty associated with missing higher-order corrections
for the initial-state radiation of photons. Initial-state radiation of photons at next-to-leading-logarithm
accuracy [62] shifts the value of Us(</ ) by +0.00007, which is well within the assigned uncertainty.
The inclusion of NLO electroweak corrections shifts the value of Us(</ ) by +0.00006, and uncertainties
related to missing electroweak higher orders are considered negligible.

Uncertainties related to the numerical approximation or our incomplete knowledge of some of the
coefficients required for N4LL accuracy of ?T-resummation are estimated to contribute at the level of
±0.00004, with the largest contribution coming from the numerical approximation of the cusp anomalous
dimension at five loops [42], and from our incomplete knowledge of the hard-collinear contributions at
four loops [45]. Uncertainties due to the numerical approximation of the four-loop splitting functions are
already included in the MSHT20 PDF uncertainties.

A summary of the uncertainties in the determination of Us(</ ) is shown in Table 1.

The goodness of fit is assessed by computing the value of the j
2 function with the theory predictions

evaluated at the measured value of Us(</ ) and with the best-fit values of the non-perturbative parameters
and the QCD scales. In addition to the PDF uncertainties included in Eq. (1), all theory uncertainties
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FIG. 1. Results of TMD helicity distributions at Q = 2GeV. The bands represent 68% CL from the fits of 1000 replicas.

the valence component is no longer adequate and parton
distributions are highly driven by complex QCD dynam-
ics. Therefore, valuable insights on nucleon spin struc-
tures and strong interaction dynamics can be obtained
from TMD helicity distributions.

In addition, we also calculate the kT -integrated distri-
butions,

g(0)
1L (x) =

Z
d2kT g1L(x, kT ), (21)

which is also referred to as the zeroth transverse momen-
tum moment. Here we di↵erentiate the notation from
the collinear helicity distribution g1(x), since the bare
level identity between kT -integrated TMD distribution
and collinear distribution does not hold at the renor-
malized level [35, 93]. Despite of this fact, a numerical
examination of unpolarized TMD and collinear distribu-
tions suggested that approximate agreement might be
achieved if applying the cut kT  Q to the integral [94].
Hence we adopt the same cut to evaluate the kT inte-
gral, and the kT -integrated polarization distributions are
shown in Fig. 3, in comparison with those from collinear
analysis [39, 95]. Within the data covered region, up to
x ⇠ 0.3, the TMD and collinear results roughly agree
with each other, while there are deviations when extrap-
olating to higher-x region. Polarized SIDIS experiments
at Je↵erson Lab can make measurements at larger x val-
ues [84], which will improve the determination in the ex-
trapolated region.

Summary and outlook.—We report the first global
analysis of TMD helicity distributions. The analysis is
performed within the TMD factorization at NLO and
NNLL accuracy by fitting the longitudinal DSA measure-
ments in the SIDIS process. The results show nonzero
signals of u quark and d quark TMD helicity distribu-
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FIG. 2. Transverse momentum dependence of the polarization
of u quark (red) and d quark (blue). The bands represent 68%
CL.
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was observed in the MAPTMD22 extraction of unpolar-
ized quark TMDs [29] and it is most likely related to
the smaller experimental uncertainties in this fragmenta-
tion channel. In the Supplemental Material, we show the
comparison between experimental data and results of the
fit for all kinematic bins.

Parameters N1g ↵1g �1g

NLL 0.70± 0.54 27.81± 27.70 0.42± 0.86

NNLL 0.87± 0.72 6.73± 6.58 3.04± 3.09

TABLE II: Average values and uncertainties (68% C.L.) of
the free parameters in the helicity TMD PDF at NLL and
NNLL accuracy.

In Tab. II, we show the mean average values and asso-
ciated errors at 68% confidence level (C.L.) for the free
parameters in Eq. (7) at both NLL and NNLL accuracy.
We note that in both cases the free parameters are poorly
constrained. This is a consequence of the small number
of available experimental data.

0.00 0.25 0.50 0.75
|k�| [GeV]

0.0

0.2

0.4

0.6

0.8

1.0

g
u 1
(x

,k
2 �
,Q

)
f

u 1
(x

,k
2 �
,Q

)

Q = 1 GeV

x = 0.05

0.00 0.25 0.50 0.75
|k�| [GeV]

Q = 1 GeV

x = 0.1

0.00 0.25 0.50 0.75
|k�| [GeV]

Q = 1 GeV

x = 0.3

FIG. 1: Ratio between the helicity and unpolarized TMD
PDFs for quark u in a proton at NNLL as a function of the
quark transverse momentum |k?|, at Q = 1 GeV and for
x = 0.05 (left panel), x = 0.1 (central panel), and x = 0.3
(right panel). Light blue lines for all replicas of the fit, orange
band represents the 68% C.L.

In Fig. 1, we show the ratio between the helicity and
the unpolarized TMD PDFs for a quark u in a proton at
NNLL, as a function of the quark transverse momentum
|k?| at Q = 1 GeV and for x = 0.05 (left panel), x = 0.1
(central panel), and x = 0.3 (right panel). The light blue
lines represent all the replicas of our fit, while the orange
band includes only 68% of them, obtained by excluding
for each bin the largest and smallest 16% of them. We
note that the |k?| distribution of the ratio depends on x.
At relatively small x, the ratio is almost flat: the shape
of the |k?| distribution of helicity and unpolarized TMD
PDFs is approximately the same, the former being just
rescaled from the latter. At larger x, the trend is different
showing that the helicity TMD PDF has a sharper |k?|
distribution than the unpolarized one.

In the last years, efforts have been made to compute
TMDs with lattice QCD (see Ref. [49] and references
therein). In order to make a comparison between our
phenomenological extraction and lattice calculations, in

Fig. 2 we show the ratio between helicity and unpolarized
TMD PDFs for the valence quark uv, integrated over x as
a function of |k?| at Q = 2 GeV. The orange lines repre-
sent all the replicas of our fit at NNLL (orange band for
the 68% C.L.). The yellow and blue bands show the re-
sults of the lattice calculation of Ref. [50]. All the curves
from our extraction are obtained by a numerical inte-
gration in the range 10�3

 x  0.9 in order to avoid
numerical issues at the endpoints.
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FIG. 2: Ratio between the helicity and unpolarized TMD
PDFs for valence uv quark integrated upon x, as a function
of |k?| at Q = 2 GeV. Orange lines for all replicas of this fit
at NNLL (orange band for the 68% C.L.), yellow and blue
bands for the lattice calculations of Ref. [50].

We observe that the result of our phenomenological ex-
traction is in fair agreement with the lattice calculation
but have a milder slope. A similar result is obtained at
NLL accuracy. Further studies on the comparison with
lattice results are certainly needed to assess the compat-
ibility between the two different approaches.

While approaching the completion of this work, an-
other extraction of the helicity TMD PDF appeared in
Ref. [39]. The main differences with our extraction are
twofold. First, the authors of Ref. [39] implement the
scale dependence of TMDs using the ⇣-prescription [51]
rather than the CSS approach [43] used in Eqs. (2) and
(3). Second, they include in the fit the CLAS6 exper-
imental data and apply a more conservative transverse
momentum cut to HERMES data, resulting in a smaller
total number of analyzed data points compared to our
work. More importantly, the authors of Ref. [39] mod-
ify the x dependence of the collinear helicity PDF. This
has two important consequences: it breaks the match-
ing between helicity PDF and TMD PDF in the OPE
formula, and it implies that the integral over k? of the
helicity TMD PDF does not reproduce the helicity PDF,
even at NLL. As a final remark, the positivity constraint
|g1|  f1 is not enforced on the extracted helicity TMD
PDF, and indeed it appears to be violated.
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According to the TMD factorization, the TMD helicity
distributions can be extracted from the measurements of
longitudinal DSA,

ALL =

p
1 � "2FLL(x, z, P 2

hT , Q
2)

FUU (x, z, P 2

hT , Q
2)

, (14)

at low transverse momentum. The structure functions
are expressed in terms of TMD PDFs and FFs as

FUU = |CV (Q
2, µ)|2x

X

q

e2q

Z 1

0

db

2⇡
bJ0

⇣bPhT

z

⌘

⇥ fq
1
(x, b;Q,Q2)Dq!h

1
(z, b;Q,Q2), (15)

FLL = |CV (Q
2, µ)|2x

X

q

e2q

Z 1

0

db

2⇡
bJ0

⇣bPhT

z

⌘

⇥ gq
1L(x, b;Q,Q2)Dq!h

1
(z, b;Q,Q2), (16)

where CV is a hard factor of partonic scatterings that can
be calculated perturbatively, eq is the charge of the corre-
sponding parton flavor, and J0 is the zeroth Bessel func-
tion arising from the transverse Fourier transform. f1,
g1L, and D1 are unpolarized TMD PDF, helicity TMD
PDF, and unpolarized TMD FF, respectively, in the b
space, with superscript q labeling the parton flavor.

Parametrization and analysis.—With the formalism
above, we perform a global analysis of the world SIDIS
DSA data, which have been reported by HERMES [82]
and CLAS [83].

We parametrize the optimal TMD helicity distribu-
tions, i.e. at the saddle point given by Eq. (11), as

g1L(x, b) =
X

f 0

Z
1

x

d⇠

⇠
�Cf f 0

�
⇠, b, µOPE

�

⇥ gf
0

1L

⇣x
⇠

⌘
gNP(x, b), (17)

where

gf
1L(x) = Nf

(1 � x)↵fx�f (1 + ✏fx)

n(↵f ,�f , ✏f )
gf
1
(x, µ0), (18)

gNP(x, b) = exp

"
��1(1 � x) + �2x+ �5x(1 � x)p

1 + �3x�4b2
b2
#
,

(19)

with g1(x, µ0) taken from the NNPDFpol1.1 [39] at µ0 =
2GeV, and Nf , ↵f , �f , ✏f , and �i being parameters to
fit. The factor n(↵,�, ✏) = (↵ + � + 6 + 2✏ + �✏)B(↵ +
4,� + 2)/(↵ + � + 6) is introduced to reduce the corre-
lation among parameters. The coe�cients �Cf f 0 are
obtained from the small-b operator product expansion
(OPE) and explicit expressions up to NLO can be found
in Ref. [92], and µOPE is chosen as 2e��E/b + 2GeV.
For unpolarized TMD functions f1 and D1, we adopt
the SV19 parametrization [66], which was also extracted

TABLE I. SIDIS DSA data sets in the analysis. The numbers
in parentheses are data points before the PhT cut. The last
column provides the �

2 per data points for each data set.

Experiment Process Data points �
2
/N

HERMES[82] e
±
p ! e

±
hX 84 (160) 0.72

HERMES[82] e
±
d ! e

±
hX 160 (317) 0.71

CLAS[83] e
�
p ! e

�
⇡
0
X 9 (21) 1.43

Total 253 (498) 0.74

within the ⇣-prescription and has been utilized in recent
TMD analyses [71, 73, 75, 78, 79].
Since the TMD factorization is valid at low transverse

momentum, we impose the cuts PhT /(zQ) < 0.5 andQ >
1GeV, resulting in 253 data points included in the fit, as
listed in Table I. According to the amount and precision
of existing world data, which cannot e�ciently constrain
a huge number of parameters, we set ↵f = �f = ✏f = 0
for ū, d̄, s, s̄, and g, and Ns = Ns̄ in this analysis. Then
there are in total 16 free parameters.
The discrepancy between theoretical predictions and

experimental measurements are quantified by

�2 =
X

sets

X

i,j

(ti � ai)V
�1
ij (tj � aj), (20)

where the first summation runs over all data sets and
the second summation runs over data points in a data
set. Within each data set, ti and ai are respectively the
calculated and the measured values of the ith point, and
Vij is the covariance matrix, which contains data uncer-
tainties and their correlations.
To estimate the uncertainties of extracted distribu-

tions, we produce 1000 replicas taking into account the
uncertainties and correlations of data points. The re-
sults of extracted TMD helicity distributions g1L(x, kT )
are shown in Fig. 1, in which the bands represent 68% CL
around the averaged results from all replicas. As one can
observe from the figure, positive u-quark TMD helicity
distribution and negative d-quark TMD helicity distribu-
tion are determined with clear nonzero signals, although
the distributions of sea quarks and gluons are loosely
constrained because of the limited PhT -dependent ALL

data. Future polarized SIDIS experiments at EICs [5–7]
are expected to provide high precision data to constrain
the distributions of sea quarks and gluons.
Apart from the absolute TMD helicity distributions, it

is interesting to examine the ratio g1L(x, kT )/f1(x, kT ),
which reveals the polarization of partons induced by the
polarization of the parent proton. As shown in Fig. 2,
at large x, where the valence component dominates, the
polarization of both u and d quarks decreases with in-
creasing kT . This feature is qualitatively consistent with
the kinetic Wigner rotation e↵ect [58–61]. However, a
contrasting behavior that the polarization increases with
kT is observed at relatively low x values. In this region,

3

and b⇤ from the MAPTMD22 analysis [29] (and simi-
larly for the DNP of the TMD FF D̂1). We model the
nonperturbative gNP in momentum space as the prod-
uct of the nonperturbative fNP and a Gaussian with an
x-dependent width:

gNP(x,k
2
?, Q0) =

fMAP22
NP (x,k2

?, Q0) e
� k2

?
w1(x)

knorm(x)
, (4)

where k? is the transverse momentum of quarks with
respect to the proton momentum direction, and knorm(x)
depends on w1(x) and ensures that the integration over
k? of gNP equals unity (for convenience, the expression
of knorm(x) is reproduced in Eq. (A3)). The Gaussian
width w1(x) has a crucial role in granting the positivity
constraint |g1|  f1 also at the TMD level. In fact, by
taking the ratio between the expressions in momentum
space of Eq. (3) and Eq. (2) at the NLL level and at the
initial scale Q0 = 1 GeV, because of Eq. (4) we get

g1(x,k2
?, Q0)

f1(x,k2
?, Q0)

=
g1(x,Q0)

f1(x,Q0)

e�
k2
?

w1(x)

knorm(x)
. (5)

For |k?| ! 0, the term e�k2
?/w1(x)/knorm(x) could poten-

tially become very large, thus causing a possible violation
of the positivity constraint unless we impose

g1(x,Q0)

f1(x,Q0)

1

knorm(x)
 1 . (6)

This condition implies that w1(x) must be bounded from
below. Therefore, we choose

w1(x) = fpos.(x) +N2
1g
(1� x)↵

2
1gx�1g

(1� x̂)↵
2
1g x̂�1g

, (7)

where N1g, ↵1g, �1g are free parameters and x̂ = 0.1.
The function fpos.(x) depends on the MAPTMD22 pa-
rameters, and it can be conveniently approximated as in
Eq. (A5). Eq. (6) is maintained for all values of x in
the analyzed range [10�4, 0.7]. It also holds for higher
values of x if higher-order and target-mass corrections
are neglected. However, since these corrections become
significant in that region, we limit our analysis to the
specified range 10�4

 x  0.7.

III. RESULTS

In this section, we present the key result of this study,
the extraction of the helicity TMD PDF from a fit to
SIDIS experimental data for the double spin asymmetry
A1 of Eq. (1). We use data for positive and negative
charged pion/kaon production from deuterium and pro-
ton targets from the HERMES Collaboration [12].

We apply the same kinematic cuts of the MAPTMD22
analysis [29] in order to keep consistency with the unpo-
larized TMDs entering the denominator of A1 and, more

importantly, to fulfill the conditions for TMD factoriza-
tion. Therefore, we do not include data on deuteron tar-
get from the COMPASS Collaboration (see Fig. 6 of
Ref. [46]) nor data from the CLAS6 Collaboration [47]
because they are not compatible with our kinematic cuts.

In total, we fit 291 data points. Our error analysis is
performed with the so-called bootstrap method, namely
by fitting an ensemble of Monte Carlo (MC) replicas of
the experimental data. As in previous works of the MAP
Collaboration [29, 31, 48], we consider the �2 value of the
best fit to the unfluctuated data as the most representa-
tive indicator of the quality of the fit. The data set has
statistical and systematic uncertainties. We consider the
former as uncorrelated while the latter as fully correlated.
The expression of the �2 contains a penalty term due to
correlated uncertainties, that is described through nui-
sance parameters determined by minimizing the full �2

on data (for more details see Refs. [29, 31, 48]).
For the denominator of the asymmetry A1 in Eq. (1),

we take the unpolarized TMD PDF f̂1 and TMD FF D̂1

from the MAPTMD22 extraction [29]. For the collinear
polarized PDFs in Eq. (3), we choose the NNPDFpol1.1
set [4] with respect to more recent extractions [6, 7] be-
cause it includes parametrizations of g1 also at lower per-
turbative order, that are needed for our analysis at NLL
and NNLL accuracy. The NNPDFpol1.1 set contains 100
MC members. We generate the same number of replicas
of the A1 data points, we fit them, and we associate the
i–th replica of the helicity PDF and the corresponding
extracted helicity TMD PDF to the same replica of the
unpolarized TMDs in the MAPTMD22 extraction. In
this way, we propagate the uncertainty in the extraction
of helicity PDFs onto the uncertainty of helicity TMD
PDFs.

We perform our analysis at NLL and NNLL perturba-
tive accuracy. The quality of the fit for both accuracies
is shown in Table I, where the �2 per number of data
points Ndat are listed for each considered experimental
data set.

Experiment Ndat �2
NLL/Ndat �2

NNLL/Ndat

HERMES (d ! ⇡+) 47 1.34 1.30
HERMES (d ! ⇡�) 47 1.10 1.08
HERMES (d ! K+) 46 1.26 1.25
HERMES (d ! K�) 45 0.93 0.89
HERMES (p ! ⇡+) 53 1.17 1.21
HERMES (p ! ⇡�) 53 0.86 0.86

Total 291 1.11 1.09

TABLE I: Breakdown of �2 per number of data points Ndat for
the best fits of HERMES data [12] of double spin asymmetry
A1 in Eq. (1) at NLL and NNLL accuracy.

We note that the global quality of the fit slightly in-
creases at higher accuracy. We also observe that the �2

on the experimental data for the ⇡+ production are larger
than for other fragmentation channels. The same feature
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According to the TMD factorization, the TMD helicity
distributions can be extracted from the measurements of
longitudinal DSA,

ALL =

p
1 � "2FLL(x, z, P 2

hT , Q
2)

FUU (x, z, P 2

hT , Q
2)

, (14)

at low transverse momentum. The structure functions
are expressed in terms of TMD PDFs and FFs as

FUU = |CV (Q
2, µ)|2x
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1
(z, b;Q,Q2), (16)

where CV is a hard factor of partonic scatterings that can
be calculated perturbatively, eq is the charge of the corre-
sponding parton flavor, and J0 is the zeroth Bessel func-
tion arising from the transverse Fourier transform. f1,
g1L, and D1 are unpolarized TMD PDF, helicity TMD
PDF, and unpolarized TMD FF, respectively, in the b
space, with superscript q labeling the parton flavor.

Parametrization and analysis.—With the formalism
above, we perform a global analysis of the world SIDIS
DSA data, which have been reported by HERMES [82]
and CLAS [83].

We parametrize the optimal TMD helicity distribu-
tions, i.e. at the saddle point given by Eq. (11), as

g1L(x, b) =
X

f 0

Z
1

x

d⇠

⇠
�Cf f 0

�
⇠, b, µOPE

�

⇥ gf
0

1L
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⌘
gNP(x, b), (17)

where

gf
1L(x) = Nf

(1 � x)↵fx�f (1 + ✏fx)

n(↵f ,�f , ✏f )
gf
1
(x, µ0), (18)

gNP(x, b) = exp

"
��1(1 � x) + �2x+ �5x(1 � x)p

1 + �3x�4b2
b2
#
,

(19)

with g1(x, µ0) taken from the NNPDFpol1.1 [39] at µ0 =
2GeV, and Nf , ↵f , �f , ✏f , and �i being parameters to
fit. The factor n(↵,�, ✏) = (↵ + � + 6 + 2✏ + �✏)B(↵ +
4,� + 2)/(↵ + � + 6) is introduced to reduce the corre-
lation among parameters. The coe�cients �Cf f 0 are
obtained from the small-b operator product expansion
(OPE) and explicit expressions up to NLO can be found
in Ref. [92], and µOPE is chosen as 2e��E/b + 2GeV.
For unpolarized TMD functions f1 and D1, we adopt
the SV19 parametrization [66], which was also extracted

TABLE I. SIDIS DSA data sets in the analysis. The numbers
in parentheses are data points before the PhT cut. The last
column provides the �

2 per data points for each data set.

Experiment Process Data points �
2
/N

HERMES[82] e
±
p ! e

±
hX 84 (160) 0.72

HERMES[82] e
±
d ! e

±
hX 160 (317) 0.71

CLAS[83] e
�
p ! e

�
⇡
0
X 9 (21) 1.43

Total 253 (498) 0.74

within the ⇣-prescription and has been utilized in recent
TMD analyses [71, 73, 75, 78, 79].
Since the TMD factorization is valid at low transverse

momentum, we impose the cuts PhT /(zQ) < 0.5 andQ >
1GeV, resulting in 253 data points included in the fit, as
listed in Table I. According to the amount and precision
of existing world data, which cannot e�ciently constrain
a huge number of parameters, we set ↵f = �f = ✏f = 0
for ū, d̄, s, s̄, and g, and Ns = Ns̄ in this analysis. Then
there are in total 16 free parameters.
The discrepancy between theoretical predictions and

experimental measurements are quantified by

�2 =
X

sets

X

i,j

(ti � ai)V
�1
ij (tj � aj), (20)

where the first summation runs over all data sets and
the second summation runs over data points in a data
set. Within each data set, ti and ai are respectively the
calculated and the measured values of the ith point, and
Vij is the covariance matrix, which contains data uncer-
tainties and their correlations.
To estimate the uncertainties of extracted distribu-

tions, we produce 1000 replicas taking into account the
uncertainties and correlations of data points. The re-
sults of extracted TMD helicity distributions g1L(x, kT )
are shown in Fig. 1, in which the bands represent 68% CL
around the averaged results from all replicas. As one can
observe from the figure, positive u-quark TMD helicity
distribution and negative d-quark TMD helicity distribu-
tion are determined with clear nonzero signals, although
the distributions of sea quarks and gluons are loosely
constrained because of the limited PhT -dependent ALL

data. Future polarized SIDIS experiments at EICs [5–7]
are expected to provide high precision data to constrain
the distributions of sea quarks and gluons.
Apart from the absolute TMD helicity distributions, it

is interesting to examine the ratio g1L(x, kT )/f1(x, kT ),
which reveals the polarization of partons induced by the
polarization of the parent proton. As shown in Fig. 2,
at large x, where the valence component dominates, the
polarization of both u and d quarks decreases with in-
creasing kT . This feature is qualitatively consistent with
the kinetic Wigner rotation e↵ect [58–61]. However, a
contrasting behavior that the polarization increases with
kT is observed at relatively low x values. In this region,

3

and b⇤ from the MAPTMD22 analysis [29] (and simi-
larly for the DNP of the TMD FF D̂1). We model the
nonperturbative gNP in momentum space as the prod-
uct of the nonperturbative fNP and a Gaussian with an
x-dependent width:

gNP(x,k
2
?, Q0) =

fMAP22
NP (x,k2

?, Q0) e
� k2

?
w1(x)

knorm(x)
, (4)

where k? is the transverse momentum of quarks with
respect to the proton momentum direction, and knorm(x)
depends on w1(x) and ensures that the integration over
k? of gNP equals unity (for convenience, the expression
of knorm(x) is reproduced in Eq. (A3)). The Gaussian
width w1(x) has a crucial role in granting the positivity
constraint |g1|  f1 also at the TMD level. In fact, by
taking the ratio between the expressions in momentum
space of Eq. (3) and Eq. (2) at the NLL level and at the
initial scale Q0 = 1 GeV, because of Eq. (4) we get

g1(x,k2
?, Q0)

f1(x,k2
?, Q0)

=
g1(x,Q0)

f1(x,Q0)

e�
k2
?

w1(x)

knorm(x)
. (5)

For |k?| ! 0, the term e�k2
?/w1(x)/knorm(x) could poten-

tially become very large, thus causing a possible violation
of the positivity constraint unless we impose

g1(x,Q0)

f1(x,Q0)

1

knorm(x)
 1 . (6)

This condition implies that w1(x) must be bounded from
below. Therefore, we choose

w1(x) = fpos.(x) +N2
1g
(1� x)↵

2
1gx�1g

(1� x̂)↵
2
1g x̂�1g

, (7)

where N1g, ↵1g, �1g are free parameters and x̂ = 0.1.
The function fpos.(x) depends on the MAPTMD22 pa-
rameters, and it can be conveniently approximated as in
Eq. (A5). Eq. (6) is maintained for all values of x in
the analyzed range [10�4, 0.7]. It also holds for higher
values of x if higher-order and target-mass corrections
are neglected. However, since these corrections become
significant in that region, we limit our analysis to the
specified range 10�4

 x  0.7.

III. RESULTS

In this section, we present the key result of this study,
the extraction of the helicity TMD PDF from a fit to
SIDIS experimental data for the double spin asymmetry
A1 of Eq. (1). We use data for positive and negative
charged pion/kaon production from deuterium and pro-
ton targets from the HERMES Collaboration [12].

We apply the same kinematic cuts of the MAPTMD22
analysis [29] in order to keep consistency with the unpo-
larized TMDs entering the denominator of A1 and, more

importantly, to fulfill the conditions for TMD factoriza-
tion. Therefore, we do not include data on deuteron tar-
get from the COMPASS Collaboration (see Fig. 6 of
Ref. [46]) nor data from the CLAS6 Collaboration [47]
because they are not compatible with our kinematic cuts.

In total, we fit 291 data points. Our error analysis is
performed with the so-called bootstrap method, namely
by fitting an ensemble of Monte Carlo (MC) replicas of
the experimental data. As in previous works of the MAP
Collaboration [29, 31, 48], we consider the �2 value of the
best fit to the unfluctuated data as the most representa-
tive indicator of the quality of the fit. The data set has
statistical and systematic uncertainties. We consider the
former as uncorrelated while the latter as fully correlated.
The expression of the �2 contains a penalty term due to
correlated uncertainties, that is described through nui-
sance parameters determined by minimizing the full �2

on data (for more details see Refs. [29, 31, 48]).
For the denominator of the asymmetry A1 in Eq. (1),

we take the unpolarized TMD PDF f̂1 and TMD FF D̂1

from the MAPTMD22 extraction [29]. For the collinear
polarized PDFs in Eq. (3), we choose the NNPDFpol1.1
set [4] with respect to more recent extractions [6, 7] be-
cause it includes parametrizations of g1 also at lower per-
turbative order, that are needed for our analysis at NLL
and NNLL accuracy. The NNPDFpol1.1 set contains 100
MC members. We generate the same number of replicas
of the A1 data points, we fit them, and we associate the
i–th replica of the helicity PDF and the corresponding
extracted helicity TMD PDF to the same replica of the
unpolarized TMDs in the MAPTMD22 extraction. In
this way, we propagate the uncertainty in the extraction
of helicity PDFs onto the uncertainty of helicity TMD
PDFs.

We perform our analysis at NLL and NNLL perturba-
tive accuracy. The quality of the fit for both accuracies
is shown in Table I, where the �2 per number of data
points Ndat are listed for each considered experimental
data set.

Experiment Ndat �2
NLL/Ndat �2

NNLL/Ndat

HERMES (d ! ⇡+) 47 1.34 1.30
HERMES (d ! ⇡�) 47 1.10 1.08
HERMES (d ! K+) 46 1.26 1.25
HERMES (d ! K�) 45 0.93 0.89
HERMES (p ! ⇡+) 53 1.17 1.21
HERMES (p ! ⇡�) 53 0.86 0.86

Total 291 1.11 1.09

TABLE I: Breakdown of �2 per number of data points Ndat for
the best fits of HERMES data [12] of double spin asymmetry
A1 in Eq. (1) at NLL and NNLL accuracy.

We note that the global quality of the fit slightly in-
creases at higher accuracy. We also observe that the �2

on the experimental data for the ⇡+ production are larger
than for other fragmentation channels. The same feature

MAP collaboration, arXiv:2409.18078Yang, Liu, Sun, Zhao, Ma, arXiv:2409.08110

More data needed

https://arxiv.org/abs/2409.18078
https://arxiv.org/abs/2409.08110
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SIDIS: target longitudinal spin dependent asymmetries
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• Measurement of (semi-)inclusive 
A1(ALL) is one of the key physics 
topics of HERMES/COMPASS

• Large amount of  P/D data
• No PT-dependence observed

B. Parsamyan (for COMPASS) 
arXiv:1801.01488 [hep-ex]

HERMES: PRD 99, 112001 (2019)

Multidimensional binning needed



SIVERS TMD



42



What happens if we include spin?

42



SIVERS FUNCTION 43

ρq
N↑(x, kx, ky; Q2) = f q

1 (x, k2
T; Q2) −

kx

M
f⊥q
1T (x, k2

T; Q2)

In a nucleon polarized in the +y direction,  
the distribution of quarks can be distorted in the x direction 



SIVERS FUNCTION 43

10�2 10�1 100
�0.07

�0.06

�0.05

�0.04

�0.03

�0.02

�0.01

0.00

0.01

u

xf�(1)
1T

PV11 [Q2 = 1.0 GeV2]
TC [Q2 = 1.2 GeV2]
EIKV [Q2 = 2.4 GeV2]
JAM20 [Q2 = 4.0 GeV2]
This work [Q2 = 4.0 GeV2]

10�2 10�1 100

x

�0.01

0.00

0.02

0.04

0.06

d

PV11 [Q2 = 1.0 GeV2]
TC [Q2 = 1.2 GeV2]
EIKV [Q2 = 2.4 GeV2]
JAM20 [Q2 = 4.0 GeV2]
This work [Q2 = 4.0 GeV2]

Figure 1: The first transverse moment x f?(1)
1T of the Sivers TMD as a function of x for the up (upper panel) and down quark (lower panel). Solid

band: the 68% confidence interval obtained in this work at Q2 = 4 GeV2. Hatched bands from PV11 [14], EIKV [16], TC18 [17] and at di↵erent
Q2 as indicated in the figure.

level only if the observable’s values follow a Gaussian distribution, which is not true in general. When it is not possible
to draw uncertainty bands, we report the results obtained using replica 105, which was selected as a representative
replica, since its parameters are closer to the average ones both in the unpolarized and polarized case.

We obtain an excellent agreement between the experimental measurements and our theoretical prediction, with an
overall value of �2/d.o.f.= 1.08 ± 0.06 (total �2 = 110 ± 6). Our parametrization is able to describe very well the
COMPASS 2009 data set (32 points with �2 = 28.3 ± 3.1), the COMPASS 2017 data set (50 points with �2 = 29.3 ± 4.9),
and the JLab data set (6 points with �2 = 3.8± 0.5). The agreement with the HERMES data set is worse (30 points with
�2 = 49.8± 4.8). We checked that the largest contribution to the �2 comes from the subset of data with K� in the final
state [36]. Our predictions well describe also the z and PhT distributions, even if those projections of the data were
not included in the fit. (More information about the fit procedure, the best-fit parameters and the agreement with data
can be found in App. Appendix B.)

In Fig. 1, we show the first transverse moment x f?(1)
1T (Eq. (5), multiplied by x) as a function of x at Q0 =

2 GeV2 for the up (upper panel) and down quark (lower panel). We compare our results (solid band) with other
parametrizations available in the literature [14, 16, 17] (hatched bands, as indicated in the figure). In agreement with
previous studies, the distribution for the up quark is negative, while for the down quark is positive and both have a
similar magnitude. The Sivers function for sea quarks is very small and compatible with zero.

In general, the result of a fit is biased whenever a specific fitting functional form is chosen at the initial scale. In
our case, we tried to reduce this bias by adopting a flexible functional form, as it is evident particularly in Eq. (8).
Nevertheless, we stress that our extraction is still a↵ected by this bias and extrapolations outside the range where data
exist (0.01 . x . 0.3) should be taken with due care. At variance with other studies, in the denominator of the
asymmetry in Eq. (10) we are using unpolarized TMDs that were extracted from data in our previous Pavia17 fit, with
their own uncertainties. Therefore, our uncertainty bands in Fig. 1 represent the most realistic estimate that we can
currently make on the statistical error of the Sivers function.

In Fig. 2, we show the density distribution ⇢a
p" of unpolarized quarks in a transversely polarized proton defined in

Eq. (1), at x = 0.1 (upper panels) and x = 0.01 (lower panels) and at the scale Q2 = 4 GeV2. The proton is moving

4

Bacchetta, Delcarro,  
Pisano, Radici, arXiv:2004.14278

Echevarria, Kang, Terry, 
arXiv:2009.10710

(a) (b)

(c) (d)

Figure 19. Qiu-Sterman function at µ = 10GeV for different quark flavors, derived from the Sivers
function (4.11). Our results are labeled as BPV20. The black line shows the CF value. Blue band shows
68%CI without gluon contribution added. The green band shows the band obtained by adding the gluon
contribution estimated to be G

(+) = ±|Td + Tu| as described in the text. Our results are compared
to JAM20 [30] (gray dashed line with the error corridor hatched), PV20 [29] (magenta hatched region),
ETK20 [31] (violet hatched region, dashed line).

4.6 Analysis of the sign change

The sign-change of the Sivers function (2.3) is one of the principal predictions of the TMD factoriza-
tion theorem. It follows from the nontrivial shape of the gauge-link contour within TMD operators
(2.1) and would be absent in the case of a straight gauge link. Here, we attempt to estimate the
significance of the sign-change.
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Figure 2: The density distribution ⇢a
p"

of an unpolarized quark with flavor a in a proton polarized along the +y direction and moving towards the

reader, as a function of (kx, ky) at Q2 = 4 GeV2. Left panels for the up quark, right panels for the down quark. Upper panels for results at x = 0.1,
lower panels at x = 0.01. For each panel, lower ancillary plots represent the 68% uncertainty band of the distribution at ky = 0 (where the e↵ect
of the distortion due to the Sivers function is maximal) while left ancillary plots at kx = 0 (where the distribution is the same as for an unpolarized
proton). Results in the contour plots and the solid lines in the projections correspond to replica 105.

towards the reader and is polarized along the +y direction. Since the up Sivers function is negative, the induced
distortion is positive along the +x direction for the up quark (left panels), and opposite for the down quark (right
panels).

At x = 0.1 the distortion due to the Sivers e↵ect is evident, since we are close to the maximum value of the
function shown in Fig. 1. The distortion is opposite for up and down quarks, reflecting the opposite sign of the
Sivers function. It is more pronounced for down quarks, because the Sivers function is larger and at the same time
the unpolarized TMD is smaller. At lower values of x, the distortion disappears. These plots suggest that a virtual
photon hitting a transversely polarized proton e↵ectively “sees” more up quarks to its right and more down quarks
to its left in momentum space. The peak positions are approximately (kx)max ⇡ 0.1 GeV for up quarks and �0.15
GeV for down quarks. To have a feeling of the order of magnitude of this distortion, we can estimate the expression
eq/(kx)max ⇡ 2⇥10�34C⇥m ⇡ 0.6⇥10�4 debye, which is about 3⇥10�5 times the electric dipole of a water molecule.

The existence of this distortion requires two ingredients. First of all, the wavefunction describing quarks inside the
proton must have a component with nonvanishing angular momentum. Secondly, e↵ects due to final state interactions
should be present [37], which in Feynman gauge can be described as the exchange of Coulomb gluons between the
quark and the rest of the proton [38]. In simplified models [39], it is possible to separate these two ingredients and
obtain an estimate of the angular momentum carried by each quark [40]. It turns out that up quarks give almost
50% contribution to the proton’s spin, while all other quarks and antiquarks give less than 10% [14]. We will leave
this model-dependent study to a future publication. A model-independent estimate of quark angular momentum
requires the determination of parton distributions that depend simultaneously on momentum and position [41, 42].

5

Q= 2GeV
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arXiv:2004.14278
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should be present [37], which in Feynman gauge can be described as the exchange of Coulomb gluons between the
quark and the rest of the proton [38]. In simplified models [39], it is possible to separate these two ingredients and
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Figure 17. Tomographic scan of the nucleon via the momentum space quark density function
⇢1;q h"(x,kT ,ST , µ) defined in Eq. (4.7) at x = 0.1 and µ = 2 GeV. Panel (a) is for u quarks, panel
(b) is for d quark, panel (c) is for ū quark, and panel (d) is for s quark. The variation of color in the plot
is due to variation of replicas and illustrates the uncertainty of the extraction. The nucleon polarization
vector is along ŷ-direction. White cross indicates the position of the origin (0, 0) in order to highlight the
shift of the distributions along x̂-direction due to the Sivers function.

polarization, we introduce the momentum space quark density function

⇢1;q h"(x,kT ,ST , µ) = f1;q h(x, kT ; µ, µ
2) �

kTx

M
f
?
1T ;q h(x, kT ; µ, µ

2), (4.7)

where kT is a two-dimensional vector (kTx, kTy). This function reflects the TMD density of un-
polarized quark q in the spin-1/2 hadron totally polarized in ŷ-direction, ST = (Sx, Sy), where
Sx = 0, Sy = 1, compare to Eq. (4.2). In Fig. 17 we plot ⇢ at x = 0.1 and µ = 2 GeV. To present
the uncertainty in unpolarized and Sivers function, we randomly select one replica for each point of
a figure. Thus, the color fluctuation roughly reflects the uncertainty band of our extraction. The
presented pictures have a shift of the maximum in kTx, which is the influence of Sivers function that
introduces a dipole modulation of the momentum space quark densities. This shift corresponds to
the correlation of the Orbital Angular Momentum (OAM) of quarks and the nucleon’s spin. One
can see from Fig. 17 that u quark has a negative correlation and d quark has a positive correlation.
Without OAM of quarks, such a correlation and the Sivers function are zero, and thus we can
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FIG. 4: The extracted functions h1(x), f?(1)
1T (x), and H

?(1)
1 (z) at Q

2 = 4 GeV2 from our JAM3D-22 global analysis (blue solid
curves with 1-� CL error bands) compared to the functions from other groups. The generated Soffer bound (SB) data are
also displayed (cyan points). We note that for all groups the curves are the central values of the 68% confidence band. The
transversity function for Radici, Bacchetta ‘18 and Benel, et al. ’20 are for valence u and d quarks.
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FIG. 5: Plot of (left) h
u-d
1 (x)/gT , where h

u-d
1 (x) ⌘ h

u
1 (x) � h

d
1(x), from the lattice calculation of Ref. [131] (at Q

2 = 2 GeV2)
using m⇡ = 358 MeV with statistical and systematic uncertainties added in quadrature (purple), and (right) h

u
1 (x) and h

d
1(x)

from the lattice calculation of Refs. [132, 167] (at Q
2 = 4 GeV2) at the physical pion mass with only statistical uncertainties,

compared to our JAM3D-22 result (blue) at Q
2 = 4 GeV2.

discrepancy in the reconstructed shape is partly due to differences in the treatment of the lattice data in the quasi-
PDF and pseudo-PDF approaches. Such a systematic effect is non-trivial to quantify. The agreement with h

d

1(x) is
very good for the entire x range. Now that the lattice gT data point is included in JAM3D-22, along with imposing
the Soffer bound, we find the uncertainties in the phenomenological transversity function are similar to those from
lattice QCD.

Lastly, the increase in size and slower fall off at larger x of f
?(1)
1T

(x) is a consequence of the 3D-binned HERMES
Sivers effect data (see Appendix A). This change in the function makes the magnitude of JAM3D-22’s f

?(1)
1T

(x) more
consistent with the recent extractions in Ref. [57] (Echevarria, et al. ‘20 in Fig. 4) as well as Ref. [60] (Bacchetta, et
al. ‘21 in Fig. 4). However, in JAM3D-22 the fall off in the Sivers function at larger x is generally slower than [57, 60]. We
note that neither [57] nor [60] used the new 3D-binned HERMES data in their analyses. The method used in Ref. [59]
(Bury, et al. ‘21 in Fig. 6) to extract the Sivers function is different than the groups shown in Fig. 4. The authors
directly extracted f̃

?
1T

(x, bT ), and the connection to the Qiu-Sterman function FFT (x, x) (and consequently f
?(1)
1T

(x))
was made via a model independent inversion of the OPE relation at particular values of Q = 10 GeV and bT = 0.11
GeV�1 that allow to minimize logarithmic corrections. Therefore, in Fig. 6 we compare the Fourier transformed
result of Ref. [59] to our kT -dependent function at Q

2 = 4GeV2. The curves are similar at small kT which suggests
that at HERMES and COMPASS kinematics TMDs are predominantly dominated by non-perturbative contributions;
however, they start to deviate from each other at larger values of kT due to the inclusion of gluon radiation effects in

Interesting work from the point of view of simultaneous use of several measurements, but still 
limited from other perspectives (lack of TMD evolution and knowledge of the unpolarized 
function) 
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FIG. 11. The extracted first transverse moments of Sivers
functions from the proton-DNN model (upper) and deuteron-
DNN model (lower) at x = 0.1 and Q

2 = 2.4 GeV2 with 68%
CL error-bands, including systematic uncertainties.

FIG. 12. The extracted Sivers functions for valence u(d)
quarks from the proton-DNN model represented in upper
(lower) half of the figure; with the results from: PV22 [51],
JAM20 [5], EIKV [8], TC18 [61].

DNN models are given in Fig. 11 with 68% CL error-

bands using the optimized hyperparameter configurations

C2 and C3 in Table III respectively for proton-DNN model
and deuteron-DNN model. The calculated moments us-
ing the deuteron-DNN model are consistent with zero,
based on the systematic uncertainties.

Comparing the results in Fig. 1 of [51] as shown in Fig.

12, we see that the xf?(1)u
1T from the DNN model is more

consistent with [5, 8] in the vicinity of x = 0.1, although

it is consistent with [27] at x = 0.01. The xf?(1)d
1T , in

general, is consistent with the extractions from [4, 5, 8,
26, 27, 51, 61]. Additionally, the extracted behavior of

xf?(1)u
1T and xf?(1)d

1T is consistent with the qualitative
observation in [26],

�Nf (1)
u/p"(x) = ��Nf (1)

d/p"(x)

or f?(1)u
1T (x) = �f?(1)d

1T (x) (32)

which was originally a prediction from the large-Nc limit
of QCD [62]. Most importantly, the DNN model is able
to capture the feature of the u and d quarks orbiting
in opposite directions without imposing this constraint
directly as done in [45]. In terms of the quantitative
assessment, Eq. (32) could be accurate at the large-Nc

limit, if the isospin breaking e↵ects are also included at
the next to leading order in O(1/Nc).

In regards to the light sea-quarks, the proton-DNN

model extracts the features such as �Nf (1)
ū/p"(x) > 0 and

�Nf (1)
d̄/p"(x) < 0, even considering the scale of the uncer-

tainties. Additionally, the proton-DNN model is consis-
tent with

�Nf (1)
ū/p"(x) = ��Nf (1)

d̄/p"(x) (33)

which was also a similar observation from a theoretical
calculation based on SU(2) chiral Lagrangian [63] and
the predictions at large-Nc limit of QCD [62]. The cen-
tral values extracted in [27] are qualitatively similar to
the features seen in Fig. 11 which are small but non-zero
within the uncertainties. Additionally, the correspond-
ing central values extracted in [4] are both negative but
consistent with zero.

The first transverse moments xf?(1)q
1T (x), in the case

of SU(3)flavor, from our DNN result, are more precise
(narrower error bands) than those in [4, 23, 26]. However,
the error bands are slightly larger than those in JAM20
[5], which includes more data from SIDIS, DY and SIA,
pp-collisions, and parameterizations for Sivers, Collins,
and Transversity TMDs together.

D. Projections

1. SIDIS Projections

In Fig. 13, we compare the SIDIS Sivers asymmetries
(in red) projected onto the HERMES2020 3D kinematic
bins with the experiment measurements (in blue). These

Fernando, Keller, arXiv:2304.14328
24

FIG. 20. Quark density distributions ⇢
a
p" from the proton-

DNN model (average of 1000 replicas ) for the light quark
flavor a = {u, ū, d, d̄, s, s̄} inside a proton polarized along the
+y direction and moving towards the reader, as a function of
(kx, ky) at x = 0.1 and Q

2 = 2.4 GeV2.

⇢a
p"(x, kx, ky; Q2) = fa

1 (x, k2
?; Q2) � kx

mp
f?a
1T (x, k2

?; Q2),

(37)

where k? is a two-dimensional vector (kx, ky), and
the unpolarized TMD and the Sivers function for quark-
flavor a are respectively represented as fa

1 (x, k2
?; Q2), and

f?a
1T (x, k2

?; Q2). The corresponding quark density distri-
butions from our proton-DNN model for all light quark
flavors in SU(3)flavor at x = 0.1 and Q2 = 2.4 GeV2 are
shown in Fig. 20. The observed shifts in each quark
flavor are linked to the correlation between the OAM of
quarks and the spin of the proton. The results shown in
Fig. 20 provide evidence of non-zero OAM in the wave
function of the proton’s valence and sea quarks. The pro-
ton-DNN model calculations for the u and d quarks are
similar to those reported in [7, 51], where the distortion
has a positive shift for the u-quark and a negative shift
for the d-quark with respect to the +x direction. From
the results in Fig. 20, the proton-DNN model demon-
strates that a virtual photon traveling towards a polar-
ized proton “sees” an enhancement of the quark distribu-
tion, in particular more u, ū-quarks to its right-hand side
and more d, d̄-quarks to its left-hand side in the momen-
tum space. Moreover, the resultant shifts for ū, s quarks
from the proton-DNN model are also in agreement with
[7]. In the low-x region, the momentum space quark den-
sity becomes almost symmetric [51], and it indicates that
the Sivers e↵ect becomes smaller and the corresponding
experimentally observed asymmetry is small.

The forthcoming data from Je↵erson Lab at 12 GeV,
Fermilab SpinQuest experiment, and the anticipated fu-
ture data from the Electron-Ion Collider [75–77], along
with their extensive kinematic coverage, are expected
to provide invaluable insights into the 3D structure of
the nucleon. Obtaining a model-independent estimate
of quark angular momentum requires parton distribu-
tions that simultaneously depend on both momentum
and position [78–81]. In addition to experimental ob-
servations, lattice QCD (LQCD) computations provide a
valuable tool for QCD phenomenology from first princi-
ples. For instance, LQCD has been utilized to investigate
the Sivers e↵ect and other TMD observables at di↵erent
pion masses [82] as well as the generalized parton dis-
tribution at the physical pion mass [83]. Additionally,
LQCD results on the Collins-Soper kernel over a range
of bT (the Fourier transform of the transverse momen-
tum) are useful for global fits of TMD observables from
di↵erent processes [84]. In this way, LQCD could com-
plement the experimental data and open up an avenue
to enhance the DNN method to explore the 3D structure
of nucleons more directly.

VIII. EXPLORING EVOLUTION

The solution of the TMD evolution equations [12, 16],

µ2 dF (x, b; µ, ⇣)

dµ2
=

�F (µ, ⇣)

2
F (x, b; µ, ⇣) (38)

⇣
F (x, b; µ, ⇣)

d⇣
= �D(b, µ)F (x, b; µ, ⇣) (39)

can be written as the following simplified form in terms
of the Fourier transform of k? (i.e., b) [7] where F can
be any TMD distribution

F (x, b; µ, ⇣) =

✓
⇣

⇣µ(b)

◆�D(b,µ)

F (x, b), (40)

and D(b) is the nonperturbative Collins-Soper kernel.
Also in the literature, these scales were generally selected
as

µ ⇠ Q, ⇣F ⇣D ⇠ Q4, µ2 = ⇣2 = Q2 (41)

[6–8, 16, 85], and the global fits have been performed us-
ing some form of evolution factor as a function of the
Collin-Soper kernel. Although the full analysis of incor-
porating TMD evolution from the DNN fit is beyond the
scope of this work, a preliminary DNN fit has been per-
formed by modifying the Nq(x) as Nq(x, Q2) by adding
a separate input node for Q2 in addition to x. The
Fig. 21 shows the percentage of the Sivers asymmetry

(Asin(�h��S)
UT ) vs Q2 (GeV2) in comparison with [6]. The

preliminary version of the TMD evolution from DNN is
in agreement with the observation in [6] within 68% CL
(with 1000 replica models) regarding the suppression of
the full asymmetry faster than ⇠ 1/

p
Q, but slower than

Interesting work from the point of view of the use of Neural Networks, but still limited from other 
perspectives (lack of TMD evolution and knowledge of the unpolarized function) 
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FIG. 11. The extracted first transverse moments of Sivers
functions from the proton-DNN model (upper) and deuteron-
DNN model (lower) at x = 0.1 and Q

2 = 2.4 GeV2 with 68%
CL error-bands, including systematic uncertainties.

FIG. 12. The extracted Sivers functions for valence u(d)
quarks from the proton-DNN model represented in upper
(lower) half of the figure; with the results from: PV22 [51],
JAM20 [5], EIKV [8], TC18 [61].

DNN models are given in Fig. 11 with 68% CL error-

bands using the optimized hyperparameter configurations

C2 and C3 in Table III respectively for proton-DNN model
and deuteron-DNN model. The calculated moments us-
ing the deuteron-DNN model are consistent with zero,
based on the systematic uncertainties.

Comparing the results in Fig. 1 of [51] as shown in Fig.

12, we see that the xf?(1)u
1T from the DNN model is more

consistent with [5, 8] in the vicinity of x = 0.1, although

it is consistent with [27] at x = 0.01. The xf?(1)d
1T , in

general, is consistent with the extractions from [4, 5, 8,
26, 27, 51, 61]. Additionally, the extracted behavior of

xf?(1)u
1T and xf?(1)d

1T is consistent with the qualitative
observation in [26],

�Nf (1)
u/p"(x) = ��Nf (1)

d/p"(x)

or f?(1)u
1T (x) = �f?(1)d

1T (x) (32)

which was originally a prediction from the large-Nc limit
of QCD [62]. Most importantly, the DNN model is able
to capture the feature of the u and d quarks orbiting
in opposite directions without imposing this constraint
directly as done in [45]. In terms of the quantitative
assessment, Eq. (32) could be accurate at the large-Nc

limit, if the isospin breaking e↵ects are also included at
the next to leading order in O(1/Nc).

In regards to the light sea-quarks, the proton-DNN

model extracts the features such as �Nf (1)
ū/p"(x) > 0 and

�Nf (1)
d̄/p"(x) < 0, even considering the scale of the uncer-

tainties. Additionally, the proton-DNN model is consis-
tent with

�Nf (1)
ū/p"(x) = ��Nf (1)

d̄/p"(x) (33)

which was also a similar observation from a theoretical
calculation based on SU(2) chiral Lagrangian [63] and
the predictions at large-Nc limit of QCD [62]. The cen-
tral values extracted in [27] are qualitatively similar to
the features seen in Fig. 11 which are small but non-zero
within the uncertainties. Additionally, the correspond-
ing central values extracted in [4] are both negative but
consistent with zero.

The first transverse moments xf?(1)q
1T (x), in the case

of SU(3)flavor, from our DNN result, are more precise
(narrower error bands) than those in [4, 23, 26]. However,
the error bands are slightly larger than those in JAM20
[5], which includes more data from SIDIS, DY and SIA,
pp-collisions, and parameterizations for Sivers, Collins,
and Transversity TMDs together.

D. Projections

1. SIDIS Projections

In Fig. 13, we compare the SIDIS Sivers asymmetries
(in red) projected onto the HERMES2020 3D kinematic
bins with the experiment measurements (in blue). These
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FIG. 20. Quark density distributions ⇢
a
p" from the proton-

DNN model (average of 1000 replicas ) for the light quark
flavor a = {u, ū, d, d̄, s, s̄} inside a proton polarized along the
+y direction and moving towards the reader, as a function of
(kx, ky) at x = 0.1 and Q

2 = 2.4 GeV2.

⇢a
p"(x, kx, ky; Q2) = fa

1 (x, k2
?; Q2) � kx

mp
f?a
1T (x, k2

?; Q2),

(37)

where k? is a two-dimensional vector (kx, ky), and
the unpolarized TMD and the Sivers function for quark-
flavor a are respectively represented as fa

1 (x, k2
?; Q2), and

f?a
1T (x, k2

?; Q2). The corresponding quark density distri-
butions from our proton-DNN model for all light quark
flavors in SU(3)flavor at x = 0.1 and Q2 = 2.4 GeV2 are
shown in Fig. 20. The observed shifts in each quark
flavor are linked to the correlation between the OAM of
quarks and the spin of the proton. The results shown in
Fig. 20 provide evidence of non-zero OAM in the wave
function of the proton’s valence and sea quarks. The pro-
ton-DNN model calculations for the u and d quarks are
similar to those reported in [7, 51], where the distortion
has a positive shift for the u-quark and a negative shift
for the d-quark with respect to the +x direction. From
the results in Fig. 20, the proton-DNN model demon-
strates that a virtual photon traveling towards a polar-
ized proton “sees” an enhancement of the quark distribu-
tion, in particular more u, ū-quarks to its right-hand side
and more d, d̄-quarks to its left-hand side in the momen-
tum space. Moreover, the resultant shifts for ū, s quarks
from the proton-DNN model are also in agreement with
[7]. In the low-x region, the momentum space quark den-
sity becomes almost symmetric [51], and it indicates that
the Sivers e↵ect becomes smaller and the corresponding
experimentally observed asymmetry is small.

The forthcoming data from Je↵erson Lab at 12 GeV,
Fermilab SpinQuest experiment, and the anticipated fu-
ture data from the Electron-Ion Collider [75–77], along
with their extensive kinematic coverage, are expected
to provide invaluable insights into the 3D structure of
the nucleon. Obtaining a model-independent estimate
of quark angular momentum requires parton distribu-
tions that simultaneously depend on both momentum
and position [78–81]. In addition to experimental ob-
servations, lattice QCD (LQCD) computations provide a
valuable tool for QCD phenomenology from first princi-
ples. For instance, LQCD has been utilized to investigate
the Sivers e↵ect and other TMD observables at di↵erent
pion masses [82] as well as the generalized parton dis-
tribution at the physical pion mass [83]. Additionally,
LQCD results on the Collins-Soper kernel over a range
of bT (the Fourier transform of the transverse momen-
tum) are useful for global fits of TMD observables from
di↵erent processes [84]. In this way, LQCD could com-
plement the experimental data and open up an avenue
to enhance the DNN method to explore the 3D structure
of nucleons more directly.

VIII. EXPLORING EVOLUTION

The solution of the TMD evolution equations [12, 16],

µ2 dF (x, b; µ, ⇣)

dµ2
=

�F (µ, ⇣)

2
F (x, b; µ, ⇣) (38)

⇣
F (x, b; µ, ⇣)

d⇣
= �D(b, µ)F (x, b; µ, ⇣) (39)

can be written as the following simplified form in terms
of the Fourier transform of k? (i.e., b) [7] where F can
be any TMD distribution

F (x, b; µ, ⇣) =

✓
⇣

⇣µ(b)

◆�D(b,µ)

F (x, b), (40)

and D(b) is the nonperturbative Collins-Soper kernel.
Also in the literature, these scales were generally selected
as

µ ⇠ Q, ⇣F ⇣D ⇠ Q4, µ2 = ⇣2 = Q2 (41)

[6–8, 16, 85], and the global fits have been performed us-
ing some form of evolution factor as a function of the
Collin-Soper kernel. Although the full analysis of incor-
porating TMD evolution from the DNN fit is beyond the
scope of this work, a preliminary DNN fit has been per-
formed by modifying the Nq(x) as Nq(x, Q2) by adding
a separate input node for Q2 in addition to x. The
Fig. 21 shows the percentage of the Sivers asymmetry

(Asin(�h��S)
UT ) vs Q2 (GeV2) in comparison with [6]. The

preliminary version of the TMD evolution from DNN is
in agreement with the observation in [6] within 68% CL
(with 1000 replica models) regarding the suppression of
the full asymmetry faster than ⇠ 1/

p
Q, but slower than

Interesting work from the point of view of the use of Neural Networks, but still limited from other 
perspectives (lack of TMD evolution and knowledge of the unpolarized function) 
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FIG. 9: Total angular momentum of up and down valence quarks. Each point represents a single replica set used in
this analysis. The green ellipse indicates the confidence level corresponding to 3�. Open markers are used for points

outside the ellipse.
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VII. SUMMARY

In this article, we explored the possibility of combining lattice QCD and elastic scattering data in a single analysis.
Using the framework of GPDs, we extracted information on nucleon tomography and evaluated the total angular
momentum of partons, however, only for valence quarks. Full information about sea quarks can be obtained by
combining lattice QCD with exclusive scattering data, a possibility we plan to explore in the future. It should be
noted, however, that at low-⇠, nucleon tomography information can be directly extracted from experimental data.
This technique has been employed by HERA and CERN experiments (see [107] and references therein), and will be
further explored at the EIC [108]. This highlights the strong complementarity between the current work on valence
quarks and future analyses focusing on the sea component.

From the comparison between popular models of GPDs and parameterizations of PDFs and elastic FFs with lattice-
QCD data, it is clear that it is not advantageous to straightforwardly use them in their original form in phenomenolog-
ical applications. This is not surprising, and one can certainly expect the situation to improve over time. However, it
seems that many sources of systematic uncertainty can be reduced by using the double ratios introduced in this work,
though at the cost of losing direct information on PDFs and elastic FFs. This opens up the possibility of using lattice-
QCD data now, which, among many obvious benefits, also provides much-needed feedback to lattice-QCD groups,
stimulating improvements in future computations. Clearly, the systematic uncertainties in lattice-extracted observ-
ables can be rigorously quantified or eliminated with additional calculations performed at multiple lattice spacings
and volumes, directly at the physical pion mass, with increased nucleon boosts etc.

Finally, in this work, we introduced a new type of shadow GPDs, this time in the (x, 0, t) space, whereas previous
applications of this concept focused on (x, ⇠) while neglecting the t-dependence. We demonstrated the usefulness
of shadow terms in assessing model uncertainties and showed that they can be used to study nucleon tomography
beyond the bell shape. The obtained results certainly still contain unknown model uncertainties, but this analysis is
an important step toward a precise phenomenology of GPDs augmented with lattice QCD computations.
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Estimate of angular momentum based on 
model assumptions + Sivers fit See also arXiv:1907.06960 for a critique
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Figure 6: Comparison of unweighted and reweighted first moments of up- (up-
per panels) and down-quark (lower panels) Sivers functions in the GPM (left
panels) and in the CGI-GPM (right panels). The relative reduction of uncer-
tainty is shown in the bottom panels.

reduced uncertainties. This reduction is more pronounced for
the d-quark than for the u-quark Sivers function. The relative
reduction of uncertainty of the reweighted Sivers first moments
is about 20 � 30% for f?u

1T and 40 � 90% for f?d
1T . The ef-

fective number of sets (see Eq. (17)) surviving after reweight-
ing is Ne↵ = 547 (706) in the GPM (CGI-GPM) case. Fig. 7
shows that, in both approaches, the parameters for the u-quark
Sivers function and the Gaussian Sivers width do not change
much, while the GPM appears to favor a smaller overall abso-
lute value of the normalization for the d-quark Sivers function,
with a slower decrease at large x (smaller �d parameter), while
the CGI seem to prefer a larger Nd (in size), but with a faster
decrease at large x.
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Figure 7: Comparison of unweighted (gray) and reweighted distributions of
parameters for the quark Sivers functions in the GPM (red) and in the CGI-
GPM (green).

Considering the transversity and Collins case, we empha-

size that, though the Collins contribution to AN is formally the
same in the GPM and CGI-GPM, the results for the reweighted
curves for hq

1 and H?q
1 are slightly di↵erent. This reflects the

di↵erent role of the Sivers contribution to AN in the two ap-
proaches.

In Fig. 8 we present the comparison between unweighted and
reweighted uv and dv transversity functions, along with their
corresponding So↵er bound, in the GPM (left panels) and CGI-
GPM (right panels) at Q2 = 4 GeV2. Note that, compared to the
unweighted results, AN data favor on average a slightly smaller
huv

1 in the region x . 0.3 and a slightly larger huv
1 in the large-x

region. The inclusion of AN data sizeably reduces the uncer-
tainty band in the region of x & 0.3. As for hdv

1 , we observe that
a larger absolute value is preferred by the data on AN . This is
induced by the A⇡0

N data at large xF (which are related to large
x values of the functions probed upon integration), that tend to
favor sets yielding large asymmetries. The uncertainty reduc-
tion is about 20 � 30% at smaller values of x, extending up to
80 � 90% at larger x values for huv

1 , both in the GPM and in the
CGI-GPM, while for hdv

1 the reduction is 30 � 40% (60%) in
the GPM (CGI-GPM) at small x and up to 80 � 90% at large
x in both cases. Here, the e↵ective number of sets after the
reweighting is Ne↵ = 285 (GPM) and Ne↵ = 110 (CGI-GPM).
This might be due to the poor description of ⇡� data (see Fig. 3).
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Figure 8: Comparison of unweighted and reweighted uv and dv transversity
functions in the GPM (left panels) and in the CGI-GPM (right panels). The
corresponding So↵er bounds and the relative reduction of uncertainty (same
color coding in the bottom panels) are also shown.

In Fig. 9 we show the unweighted and reweighted Collins
first moments in the two approaches, at Q2 = 4 GeV2, a typical
SIDIS scale. This quantity is defined as [116]
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Figure 4: Results for the simultaneous reweighting of the Sivers, transversity
and Collins functions: reweighted curves for STAR data [43, 46, 49] in the
GPM (upper panels) and the CGI-GPM (lower panels) are presented. Data
points in gray correspond to PT < 1.5 GeV.

points). As expected, the reweighted curves present reduced
uncertainties. The GPM describes these data better than the
CGI-GPM, and the quality of the description increases if one
does not consider the aforementioned data points with PT < 1.5
GeV. A somehow larger discrepancy between our computation
and the data is seen for ⇡� in the CGI-GPM.

The comparison with the older STAR data [43, 46, 49], col-
lected without separating isolated and non-isolated pion sam-
ples, is shown in Fig. 4 for the GPM (upper panels) and the
CGI-GPM (lower panels), in four di↵erent ranges of pseudora-
pidity. Notice that, in the two kinematical configurations with
largest h⌘i (right plots in the two panels), the first two data
points at lower xF values correspond to PT < 1.5 GeV. Both
GPM and CGI-GPM estimates are in qualitative agreement with
the data. The reweighted bands are able to describe the data
at moderate xF , and more interestingly, they present a shape
that better represents the steady increase of the asymmetry at
large-xF values, where the agreement is enhanced with respect
to older analyses [114, 115].

We finally move to the latest STAR data [54] for non-isolated
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Figure 5: Results for the simultaneous reweighting of the Sivers, transversity
and Collins functions: unweighted and reweighted predictions of STAR AN
data for non isolated neutral pions [54]. Comparisons of the asymmetries com-
puted in the GPM (left panels) and in the CGI-GPM (right panels) with ex-
perimental data at

p
s = 200 GeV (upper panels) and

p
s = 500 GeV (lower

panels) are presented. Here all data points correspond to PT > 1.5 GeV.

⇡0s. The kinematics of this dataset aligns more closely to that
of our initial fits in SIDIS and e+e�, as it mainly involves pi-
ons with moderate momentum fractions z, excluding those with
z ⇠ 1 [54]. Furthermore, the AN data for non-isolated ⇡0 dif-
fer from the corresponding overall ⇡0 inclusive data sample,
and from older AN measurements in similar kinematical re-
gions [43, 46, 49], as they do not show the usual pronounced
steady increase at large xF (see also Figs. 6, 7 and 8 of Ref. [54]
for a more exhaustive comparison). We will present the out-
comes of the reweighting procedure, specifically addressing
this STAR ⇡0 dataset, at the end of Section 6.2 (omitting fig-
ures for brevity).

In Fig. 5 we show our estimates and compare them against
STAR results for non-isolated pions. Both GPM and CGI-
GPM describe the data rather well within uncertainties at the
two di↵erent energies of 200 and 500 GeV. As the reweight-
ing includes information from all the aforementioned datasets,
we observe a steady increase at large xF . However, when the
reweighting is limited to the new STAR data alone, the shape
of the reweighted bands appears flatter, mirroring the trend of
the non-isolated pion data. In Section 6.2, we will also discuss
the uncertainties a↵ecting the TMDs and the corresponding Ne↵
obtained from reweighting in this specific case.

6.2. Impact of AN data on Sivers, transversity and Collins func-
tions

We now examine the role played by AN data in the extrac-
tion of the Sivers, transversity and Collins functions. As a gen-
eral feature, we anticipate that these data impact mostly on the
TMD-PDFs, namely the Sivers and the transversity functions.

We start by examining the Sivers case. In Fig. 6 we compare
the unweighted and reweighted first moment of the quark Sivers
functions, Eq.(21), in the GPM (left panels) and CGI-GPM
(right panels). As a general trend, the reweighted curves present
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FIG. 8: Graphs that contribute to a violation of generalized TMD-factorization. Other graphs that should be included are
those with all possible attachments of l1 to the k4 and k2 lines, and all possible attachments of l2 to the k3 and k1 lines, and
all Hermitian conjugate graphs. In total there are 16 graphs of this type.

result also follows from the same steps for find-
ing general Wilson line structures from low order
graphs as discussed in Ref. [12].

• Because of Eq. (33), the generalized TMD-
factorizaton formula Eq. (32) cannot include any
other two-gluon contributions to Wilson lines. In
particular, there can be no contribution that cor-
responds to graphs like Fig. 8, where one gluon is
radiated collinear to each hadron simultaneously.
These graphs would correspond to separate order-
g contributions from the Wilson lines in separate
TMD PDFs. If they are non-zero, then they
contribute to a violation of both standard TMD-
factorization in Eq. (24) and the generalized TMD
factorization formula in Eq. (32). To incorporate
such a contribution, one would have to modify the
Wilson line in each TMD PDF such that it in-
cludes a single-gluon contribution to a factorization
anomaly. But this would contradict Sect. III where
it was shown that there is no violation of standard
factorization with just one gluon. Hence, contribu-
tions from graphs like Fig. 8 cannot be consistently
incorporated into a generalization of factorization
simply by modifying Wilson lines in separate corre-
lation functions. If they give a non-vanishing con-
tribution, then there is a clear violation of general-
ized TMD-factorization.

We will therefore prove that generalized TMD-
factorization, Eq. (32), is violated by showing that the
sum of graphs of the type illustrated in Fig. 8 give a
non-vanishing contribution to a DSA.
First, we note that all graphs of the type shown in

Fig. 8 include the non-zero color factor

TrC
[
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]

TrC
[

tbta
]

= T 2
F (N

2
c − 1). (34)

Next, we must ensure that there is no cancellation be-
tween graphs.

A. Same Side of the Cut

In the sum of graphs like Fig. 8(a), where both gluons
are on the same side of the cut, the eikonal factors give
a total contribution equal to
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Since spin dependence is needed in both H1 and H2 for
a DSA, then there are also two factors corresponding to
Eq. (9) (but with one corresponding to a p2 spectator
attachment). Taking into account both of the resulting
factors of i gives an overall factor of i2 = −1. Combined
with Eq. (35), the relevant factor from extra collinear
gluons is then 4π2δ(l+1 )δ(l

−
2 ). The same result is obtained

from the Hermitian conjugate graphs.

B. Opposite Side of Cut

The sum of graphs with one extra gluon on each side
of the cut, as in Fig. 8(b), works in much the same way.
The eikonal factors give
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2 ). (36)

For a DSA, there is a factor of i from a factor analogous
to Eq. (9) for the p1-spectator attachment of the gluon
on the left side of the cut and a factor of −i from a
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all Hermitian conjugate graphs. In total there are 16 graphs of this type.

result also follows from the same steps for find-
ing general Wilson line structures from low order
graphs as discussed in Ref. [12].

• Because of Eq. (33), the generalized TMD-
factorizaton formula Eq. (32) cannot include any
other two-gluon contributions to Wilson lines. In
particular, there can be no contribution that cor-
responds to graphs like Fig. 8, where one gluon is
radiated collinear to each hadron simultaneously.
These graphs would correspond to separate order-
g contributions from the Wilson lines in separate
TMD PDFs. If they are non-zero, then they
contribute to a violation of both standard TMD-
factorization in Eq. (24) and the generalized TMD
factorization formula in Eq. (32). To incorporate
such a contribution, one would have to modify the
Wilson line in each TMD PDF such that it in-
cludes a single-gluon contribution to a factorization
anomaly. But this would contradict Sect. III where
it was shown that there is no violation of standard
factorization with just one gluon. Hence, contribu-
tions from graphs like Fig. 8 cannot be consistently
incorporated into a generalization of factorization
simply by modifying Wilson lines in separate corre-
lation functions. If they give a non-vanishing con-
tribution, then there is a clear violation of general-
ized TMD-factorization.

We will therefore prove that generalized TMD-
factorization, Eq. (32), is violated by showing that the
sum of graphs of the type illustrated in Fig. 8 give a
non-vanishing contribution to a DSA.
First, we note that all graphs of the type shown in

Fig. 8 include the non-zero color factor
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Next, we must ensure that there is no cancellation be-
tween graphs.

A. Same Side of the Cut

In the sum of graphs like Fig. 8(a), where both gluons
are on the same side of the cut, the eikonal factors give
a total contribution equal to
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Since spin dependence is needed in both H1 and H2 for
a DSA, then there are also two factors corresponding to
Eq. (9) (but with one corresponding to a p2 spectator
attachment). Taking into account both of the resulting
factors of i gives an overall factor of i2 = −1. Combined
with Eq. (35), the relevant factor from extra collinear
gluons is then 4π2δ(l+1 )δ(l

−
2 ). The same result is obtained

from the Hermitian conjugate graphs.

B. Opposite Side of Cut

The sum of graphs with one extra gluon on each side
of the cut, as in Fig. 8(b), works in much the same way.
The eikonal factors give
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For a DSA, there is a factor of i from a factor analogous
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FIG. 3: The x vs. Q
2 coverage spanned by the experimental data considered in this analysis (see also Tab. II and

Tab. III).

A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)

WE’LL LOVE TO HAVE MORE DATA 50
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2 coverage spanned by the experimental data considered in this analysis (see also Tab. II and

Tab. III).

A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)
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2 coverage spanned by the experimental data considered in this analysis (see also Tab. II and

Tab. III).

A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)
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2 coverage spanned by the experimental data considered in this analysis (see also Tab. II and

Tab. III).

A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)

WE’LL LOVE TO HAVE MORE DATA 50

EIC JLab

     LHC 
  fixed  
target

See talks by Abhay Deshpande, Pasquale Di Nezza, Patrizia Rossi



12

10�5 10�4 10�3 10�2 10�1 100

x

100

101

102

103

104

105

Q
2
[G

eV
2
]

E605
E772
E288
STAR
PHENIX
CDF
D0
LHCb
CMS
ATLAS
HERMES
COMPASS

FIG. 3: The x vs. Q
2 coverage spanned by the experimental data considered in this analysis (see also Tab. II and

Tab. III).

A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)
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In five to ten years
• TMD multiplicities for pions and kaons, off protons and deuterons, from 

COMPASS and JLab

• Drell-Yan and Z measurements from CERN, RHIC, FermiLab 
(COMPASS with pions)

• TMD multiplicities for pions and kaons in e+e− from BELLE and BES

• Better understanding and control of higher-order QCD corrections

• More flexible functional forms, flavour dependence, at least two or three 
alternative extractions

• Use TMDs for something else (W mass… comparison with lattice… 
Wigner distributions…)

• READY TO USE EIC DATA
51
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▸ Progress is ongoing concerning higher-twist and gluon TMDs

▸ Extractions of unpolarized TMDs are reaching a good level of sophistication, 
but there are still several open questions and new data are needed

▸ For other TMDs, the study has started and there is an increasing number of new 
results, but more data are needed 
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