==I— ANl
Scientific QA System with Verifiable
Answers

Nikola MilosSevi¢
Nikola.milosevic@bayer.com
Bayer A.G.

The Institute for Artificial Intelligence Research and Development of Serbia




OUR TEAM

e E O
X 7

o

TEAM LEAD Dr Nikola MiloSevi¢

\’

Dr Adela Ljaji¢

4."“'\

Milo$ KoSprdi¢

Lorenzo Cassano
Intern

Natasa Radmilovi¢

B
A
BAYER +
E
R

THEINSTITUTE FOR ARTIFICIAL INTELLIGENCE
RESEARCH AND DEVELOPMENT OF SERBIA

1

Dr Bojana BasSaragin

Darija Medvecki

»

> ! ,’\\ fg
WY
ﬂwﬁ

Angela Pupovac

Petar Stevanovi¢



LLMs and
hallucinations

Generative LLMs can produce answers that appear coherent, confident and articulate
However, the information conveyed may not be correct or verifiable

the limited internal knowledge of generative LLMs can hinder their ability to deliver
factually accurate answers, particularly within specialized field

notably concerning in biomedicine, where accurate and factual answers are critical

privacy, sovereignty and security concerns in pharma and biomedicine often
necessitate building systems where all components are controllable (e.g., deployed in-
house), to avoid reliance on third-party APIs




Retrieval Augmented
Generation (RAG)

Fine-tune the model

Provide sources

Check the sources

Ways to
address
hallucinations
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Verif.ai

INFORMATION GENERATIVE VERIFICATION ENGINE
RETRIEVAL SYSTEM COMPONENT



IR System

Retrieves relevant
articles for
generating claims.

title + abstract
concatenation

remaining
~25,500,000
abstracts

Excluding articles

PubMed .
missing abstracts

Texts max_input_length

Segmentation 512




IR — Lexical Search (LS)

Sparse vectors

Metadata for filtering:

e authors’ names
e publication dates
e journal names

OpenSearch




IR — Semantic Search (SS)

Dense vectors

EmbEddlng generation — bi-encoder for sentence-transformers/msmarco-distilbert-base-tas-b
Assymetric Semantic Search MS MARCO Dataset

Hierarchical Navigable Small World (HNSW) indexing technique
Ve CtO rcom pa r‘iso n: Approximate Nearest Neighbours clustering

Dot product metrics

>

Qdrant Vector Database 8-bit quantized embeddings
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IR — Hybrid Search

Combination of LS and SS Prerequisite — normalizing LS and SS Importance weights
scores

identification of direct matches Evaluation: BioASQ Dataset

ability to discover semantically related phrases Best combination: 0.7 LS and 0.3 SS



Generative Component
— PQAref Dataset

 Randomly selected ~ 9000 questions from
PubMedQA dataset (PMIDs)

e For each question, 10 relevant abstracts from

the PubMed repository Answer the question using relevant abstracts pro-
« GPT-4 Turbo for creating the answers based on vided, up to 300 words. Reference the statements
the retrieved abstracts with the provided abstract_id in brackets next to

* currently the number one model on the the statement.
Chatbot Arena leaderboard

e The prompt to instruct GPT-4 Turbo to use
references (PMIDs)



Generative Component — LLM training

e Mistral 7B Instruct (v0.1 and v0.2 )

Fine-tuned for the Referenced QA Task, using:

e PQAref Dataset (80 : 10 : 10)
e QLoRA methodology

e Rank = 64

e Alpha =16

e LoRA dropout=0.1

meed  Single DGX NVIDIA A100-40GB GPU

e ~ 27M trainable parameters
e ~ 32 hours of training over 2 epochs, using a batch size of 1




Verification Engine

* Cross-checks the generated claim and
the abstract from which the claim was
derived

e Textual Entailment Task
* Each sequence pair is categorized into
3 classes

e SciFact Dataset Transformation
e 80:10:10 train: valid : test split

Query result
10 abstracts

Generated
response

FactCheck
Entailment model
DeBERTa/RobertaLarge
A >

Fine-tuning

SciFact

Verified
response

[CLS] Generated response [SEP] Retrieved document[SEP]




P@10 MAP@10 time [ms]

Semantic without rescore 14.0% 25.7% 245
Semantic with rescore 14.4% 26.0% 297
Hybrid with rescore (lex. 0.1 sem. 0.9) 24.7% 32.5% 442
Hybrid with rescore (lex. 0.2 sem. 0.8) 24.7% 32.5% 442
Hybrid with rescore (lex. 0.3 sem. 0.7) 24.7% 32.5% 442
Hybrid with rescore (lex. 0.4 sem. 0.6) 24.7% 32.6% 442
Hybrid with rescore (lex. 0.5 sem. 0.5) 25.2% 41.0% 442
Hybrid with rescore (lex. 0.6 sem. 0.4) 30.7% 42.0% 442
. Hybrid with rescore (lex. 0.7 sem. 0.3) 30.8% 42.5% 442
10. Hybrid with rescore (lex. 0.8 sem. 0.2)  30.8% 42 5% 442
11. Hybrid with rescore (lex. 0.9 sem. 0.1)  30.8% 42 6% 442
12. Lexical with stopwords removal 28.7% 41.1% 3G
13. Lexical without stopwords removal 28.3% 40.1%
PubMed without Mesh Terms 9.2% 15.3%
PubMed with Mesh Terms 12.0% 19.1%
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Results — Generative
Component

Z

GPT-4 Turbo GPT-4 Turbo Ml M2
2 Relevant missed 1(0.1%) 29 (3.5%) 10 (1.2%)
241 Relevant referenced 822 (99.9%) 794 (96.5%) 813 (98.8%)

76

128

126

119

87 72 75

45 66 34
Table 2: Evaluation of the generative component on a subset of the BioASQ) ‘Iara:mr
29 27 34 Type  Samples SAME.CONCLUSION ALLINFO PERC.IDE!

31 22 23 Yyesno 51 82.35% 52.94% T4.43%
factoid 49 7 5 o rd.
10 24 15 49 SUmMmary 42
Sum of referenced abstracts 3,648 3816 11-’;: 1:;
% of 9080 abstracts : 40.18 42.03 ' -

Avg no of references per answer . 401 420
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RoBERTa Ly
NE* § C wa

P 0.71 0.55 0.00 0.48
3 R 0.73 0.82 0.00 0.61

F1 0.72 0.66 0.00 0.53
Acc 0.61

P 0.85 0.75 0.67 0.77
4 R 0.89 0.76 0.59 0.77
F1 0.87 0.76 0.63 0.77

Ace 0.77

* NE: no.-evidence, S: support, C: contradict, P: precision, R: recall, F1: F1 score,

Acc - accuracy

XLM RoBERTa Lgp

NE S C wa

0.83 0.69 0.54 0.71
0.89 0.67 0.52 0.71

0.86 0.68 0.53 0.71
0.71

0.75 0.76 0.71 0.74
0.91 0.67 0.63 0.75
0.82 0.71 0.67 0.74

0.75

DeBER.Tagp
NE S C wa

0.83 0.86 0.85 0.84
0.86 0.84 0.81 0.84

0.84 0.85 0.83 0.84
0.84

0.88 0.90 0.88 0.89
0.95 0.88 0.78 0.89
0.91 0.89 0.82 0.88

0.89

DeBERTa SQuADgpg

NE S C

0.86 0.90 0.82
0.86 0.88 0.85

0.86 0.89 0.84
0.87

0.82 0.91 0.88
0.93 0.84 0.81
0.87 0.88 0.85

0.87

wa

0.87
0.87

0.87

Results — Verification Engine

DeBERTa-80 DeBERTa 90
NE S C wa NE S
P 0.46 0.70 0.66 0.60 0.47 0.67 0.69 0.59

C wa

R 0.94 0.25 0.15 0.50 0.88 0.29 0.27 0.52
F1 0.62 0.37 0.24 0.44 0.61 0.40 0.39 0.48

Acc 0.50 0.52



User Interface

User inputs question
through the UlI.

Question is processed
through both Lexical and
Semantic Search in the IR

System.

Relevant documents are
retrieved and forwarded
to the Generative
Component.

Generative Component
generates an answer
based on the retrieved
documents.

Generated answer
undergoes fact-checking
in the Verification
Engine.

Verified answer is
presented to the user
through the ULI.




SIGNIN

Username

Password

LOGIN

New to VerifAi app? Sian up to get instant access.

Type of Search:

Lexical Weights: 0.700, Semantic Weights: 0.300

—

SEMANTIC MEUTRAL

Number of Documents:

From:

LEXICAL
To:

Temperature: O:
The higher the temperature, the less accurate answers will be.

L

PRECISE MNEUTRAL CREATIVE

Stream: Guom 009




W\ @ What genes play role in breast cancer?
=RIEA

WHAT GENES PLAY ROLE IN BREAST CANCER?

Input your question in natural language:

@ What genes play role in breast cancer? SOURCES:

\WHAT GENES PLAY ROLE IN BREAST CANCER?

Breast cancer gene Genetic susceptibility Migratory gene Associations between Polymorphism of the
SIRCES discovery. to breast and ovarian expr_ession signature cyt_ok!ne gene homolo_gou_s
cance predicts poor ... variations and recombination repa

Breast cancer gene Genari i i ssociations between Bolymarphism of the i
descovery breast and avarian cance. Sgnature predicts poar cytokine gene variations homologaus View 7 more
and... recombnation repi..

Many important advances 5-10% of women with breast Breast cancer metastasis UNLABELLED Persistent pain The RADS1 protein and its
have... [ acc... pa...

[EPyr—— UMLABELLED Persistort Th RADSApronei it pa.

The claim for document PUBMED:4S8738] is SUPPORT .C\oses{
The genes that play a role in breast cancer include BRCAl ar ter susceptibility

Sentence on the abstractin addition to germline.and somatic,sequence
¥ candidate low-penetrance breast cancer genes that are likely to be identfiedand in addition to gen

genes.Mutations in these genes are responsible for approximately g e for the majority
Y genes are likey to play an impartant rok in the pathobiology of b (PUBMED 408738

alterations,epigenetic changes in many genes are likely to play an
of breast cancer cases remain to be identified.and there is evidence Ice breast cancer

impertant role in the pathabiclogy of breast cancer.
s to establish the wtility of the test (PUBMED 9206070 susceptibility genes.
i Sl e There are also many candidate low-penetrance breast cancer genes that are likely to be identified,and in addition to germline and somatic
PUBMEDEBLZE17

seqguence alterations,epigenetic changes in many genes are likely to play an important role in the pathobiclogy of breast cancer
(PUBMED:14987381).

Sttt BRCA] and BRCA2 genes are large,of essentially unknown function,and play a very small role in the development of tumors in non-
predisposed individualsThese genes have been cloned,and a highly automated genetic test has been developed to screen high-risk
populations to establish the utility of the test (PUBMED:9296070).

Other genes that have been studied for their role in breast cancer include cytokine genes,such as ILAIL1B,ILTRN,IL4R IL6,and IL10,but none of

thece nolumarnhiames shmwed anv nuerall nredicnncitinn tn hreast cancer cnicrantihility caveritv ar tn time tn death or neciirrence of dictant




Future Work

« Broaden the project's scope
beyond biomedicine

« Long term hosting solution
« Enterprise solution

* Incorporate feedback from the
scientific community, and
continuously improve generative
search engine

 foster trust in generative Al
across various scientific domains
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» Adela Ljaji¢, Milos Kosprdi¢, Bojana Basaragin, Darija Medvecki, Lorenzo Cassano, Nikola
MiloSevié¢, “Scientific QA System with Verifiable Answers”, The 6th International Open Search

Symposium 2024
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