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LLMs and 
hallucinations

• Generative LLMs can produce answers that appear coherent, confident and articulate

• However, the information conveyed may not be correct or verifiable

• the limited internal knowledge of generative LLMs can hinder their ability to deliver 
factually accurate answers, particularly within specialized field

• notably concerning in biomedicine, where accurate and factual answers are critical

• privacy, sovereignty and security concerns in pharma and biomedicine often 
necessitate building systems where all components are controllable (e.g., deployed in-
house), to avoid reliance on third-party APIs



Ways to 
address 
hallucinations

Retrieval Augmented
Generation (RAG)

Fine-tune the model

Provide sources

Check the sources
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IR System

Retrieves relevant 
articles for 

generating claims.

PubMed

title + abstract 
concatenation

Excluding articles 
missing abstracts

remaining 
~25,500,000  

abstracts

Texts 
Segmentation

max_input_length

512



IR – Lexical Search (LS)

Sparse vectors

BM25

• authors’ names

• publication dates

• journal names

Metadata for filtering:

OpenSearch



IR – Semantic Search (SS)

Dense vectors

Embedding generation – bi-encoder for 
Assymetric Semantic Search

sentence-transformers/msmarco-distilbert-base-tas-b

MS MARCO Dataset

Vector comparison:
Hierarchical Navigable Small World (HNSW) indexing technique

Approximate Nearest Neighbours clustering

Dot product metrics

Qdrant Vector Database 8-bit quantized embeddings



IR – Hybrid Search

Combination of LS and SS

identification of direct matches

ability to discover semantically related phrases

Prerequisite – normalizing LS and SS 
scores

Importance weights

Evaluation: BioASQ Dataset

Best combination: 0.7 LS and 0.3 SS



Generative Component 
– PQAref Dataset



Generative Component – LLM training

Mistral 7B Instruct (v0.1 and v0.2 )

• PQAref Dataset (80 : 10 : 10)

• QLoRA methodology

• Rank = 64

• Alpha = 16

• LoRA dropout = 0.1

Fine-tuned for the Referenced QA Task, using:

• ~ 27M trainable parameters

• ~ 32 hours of training over 2 epochs, using a batch size of 1

single DGX NVIDIA A100-40GB GPU



Verification Engine



Results – IR 
System



Results – Generative 
Component



Results – Verification Engine



User Interface

User inputs question 
through the UI.

Question is processed 
through both Lexical and 
Semantic Search in the IR 

System.

Relevant documents are 
retrieved and forwarded 

to the Generative 
Component.

Generative Component 
generates an answer 

based on the retrieved 
documents.

Generated answer 
undergoes fact-checking 

in the Verification 
Engine.

Verified answer is 
presented to the user 

through the UI.







Future Work

• Broaden the project's scope 
beyond biomedicine

• Long term hosting solution

• Enterprise solution

• Incorporate feedback from the 
scientific community, and 
continuously improve generative 
search engine

• foster trust in generative AI 
across various scientific domains
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