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Hypothesis generation, planning and evaluation of experiments, literature screening, ...
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Automated Scientific Discovery
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From search to discovery

Classic Search: Seeking to fulfil a specific information need

> Lecture > Author ¢« Document > Date




Graphs as a natural representation of a modifyable search

space

Graph traversal (browsing)

Concept and
relation
extraction

Knowledge artifiacts, e.g. publications
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Graphs as a natural representation of a modifyable search
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Literature-Based Discovery (LBD) for Hypothesis ‘#7
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Paper X Paper Y
Fish oil (A) High blood
-> viscosity (B)
lower blood ->
viscosity (B) Raynauld's
disease (C)
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Literature-Based Discovery (LBD) for Hypothesis ‘#7
DLR

Generation
Paper X Paper Y
Fish oil (A) High blood
-> viscosity (B)
lower blood ->
viscosity (B) Raynauld's
disease (C)

Implicit knowledge: Fish oil has an effect on Raynauld’ desease

DiGiacomo RA, Kremer JM, Shah DM. Fish-oil dietary supplementation in patients with Raynaud's
phenomenon: a double-blind, controlled, prospective study. Am J Med. 1989 Feb;86(2):158-64. doi:
10.1016/0002-9343(89)90261-1. PMID: 2536517.
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Retrieval-Augmented Generation (RAG) A#y
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Retrieval Augmented Generation (RAG) with A#y
Knowledge Graphs DLR
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Dataset

COMPUTER SCIENCE

KNOWLEDGE GRAPH

https://scholkg.kmi.open.ac.uk/
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Material
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cskg:DyGIEpp rovo:wasGeneratedBy
; rovo:wasDerivedFrom
cskg:statement_466816 cskg:2898682484
LR provo:wasGeneratedBy
provo:wasDerivedFrom cskg:3096750352
» R\
cskg-ont:hasSupport
provo: cskg-ont::
2 Entity Statement

DLR


https://scholkg.kmi.open.ac.uk/

Hypothesis Generation Using Large Language Models

< <
< <

short description emoji embeddings sentiment analysis

‘ Prompt generation
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You are given a set of information from a graph that describes the relationship between
concepts extracted from the computer science domain including their predicates
connecting these. You analyze these logically through reasoning.

Subgraph:

emoji_embeddings --usesMaterial--> short_description.

Carefully read the subgraph and summarize scientific insights in several bullet points.
Then be creative and propose new research ideas. Think step by step.

sentiment_analysis --usesMethod--> emoji_embeddings. Verbalised graph structure

Context

Task

Gradio (nee.st)

Name of lecturer, institute, date


https://lbd.nee.st/

Literature-Based Discovery (LBD) — Closed Discovery
Convert the graph to text and create hypothesis

Search Nodes Find Shortest Path

nodel
schema_based knowledge graph
WA

node2

gra Eh transformer_netwark

Clear

Submit

output

PATH: schema_based_knowledge_graph --usesOtherEntity--= relation_type --otherEntityUsed By—=
expansion_process --usesMaterial--> knowledge_base —http://www.w3.0rg/2004/02/skos/core#broader—=
database --usesMaterial--= transfer_learning --http://www.w3.0rg/2004/02/skos/core#narrower--=
machine_learning_paradigm --http://www.w3.0rg/2004,02/skos/coresbroader—= graph_transformer_network
RESPOMSE: Scientific Insights:

- The schema-based knowledge graph utilizes the concept of a 'relation type', which is subsequently used in the
expansion process. This suggests the need for structuring and categorizing relationships in the knowledge graph
for effective expansion.

- The expansion process uses a knowledge base as a key material. This may indicate an iterative process that
relies on pre-existing or pre-established data collections.

- The knowledge base is a broader concept than the specific concept of a database. Thisimplies the wide and
diverse application of knowledge bases within computer science.

- The database uses transfer learning as a material, which is a machine learning method. This procedure
improves performance by transferring knowledge from one situation to another.

- Transfer learning is a narrower concept than the machine learning paradigm, indicating its specific application
within the broader area of machine learning.

- The machine learning paradigm is a broader concept than the specific concept of a graph transformer network.
This suggests the use of more complex, layered architectures like graph transformer networks within the
broader area of machine learning.

Research Ideas:

- A study can be performed to enhance the efficiency of the schema-based knowledge graph by optimizing the
use of relation types.

- Research can be carried out to create an Al-driven expansion process that automatically learns and expands
knowledge by continuously learning from a knowledge base.

- In-depth exploration can be undertaken to compare the effectiveness of distinct databases in transfer learning
and their relation with different machine learning paradigms.

- Research can also focus on utilizing machine learning paradigms, especially graph transformer networks, in
the creation and expansion of knowledge base-driven systems.

- An interesting area for research would be to investigate the effectiveness of transfer learning and graph
transformer networks in improving the expansion and utility of knowledge databases in the field of computer
science.
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Conclusion and Outlook A#y
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» Generative Al can facilitate scientific knowledge discovery by .
» Combining RAG and graph exploration allows for ,guided hallucination®.

= How to teach LLMs about graph structure?
= Graphs are much richer of information than just connections.
= Pure verbalization of subgraphs just a start.
= Combination of graph algorithms and prompt engineering.
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