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We show how to construct a new class of condensates for the 1 + 1 dimensional Gross-Neveu
and Nambu-Jona-Lasinio models. Those condensates correspond to solitonic defects on a periodic
finite-gap background associated to a Bogoliubov-de Gennes Hamiltonian. They are builded using
Darboux transformations on the quantum spectrum of a crystal kink condensate and inserting
bounds states in its prohibited zones (gaps). The new condenstates are related with non-linear
hiearchies of integrable models and allow to find in the exact analytical way the resolvent. In
this way the corresponding gap equation can be solved and we find the expresions of the the self-
consistency conditions.

Introduction – In this article we will consider the
Gross-Neveu (GN) and Nambu-Jona-Lasinio (NJL) mod-
els in 1+1 dimensions described by the Lagrangians [1, 2],

LGN = ψ̄i∂/ψ +
g2

2

(
ψ̄ψ
)2

, (1)

LNJL = ψ̄i∂/ψ +
g2

2

[(
ψ̄ψ
)2

+
(
ψ̄iγ5ψ

)2]
, (2)

where me omit the sum over the N flavours. These mod-
eles display many of the properties of massles quantum
chromodynamics in the ’t Hooft limit, N → ∞. It is
renormalizable and asymptotically free and allow the dy-
namical mass generation. Also represent the chiral sym-
metry breaking. More details classic results........
Recently, Dunne and Thies have found a generic class
of time dependent scattering solutions [3], which gen-
eralize the time-independent construction of Takahashi
and Nitta [4]. In the time independent case, it is known
that both GN and NJL models are related with the inte-
grable mKdV and AKNS hierarchies, respectively. It is
also known that this relation is still valid for some exam-
ples of periodic solutions of both models as for example,
the crystalline kink [5] and its complex twisted version
[6]. At this point there naturally appears the question
if the GN and NJL models in 1 + 1 dimensions admit
more and different class of solutions. In this paper we
show that is indeed the case, and there a generic new
kind of solutions which mix both multi-solitonic scat-
tering as well as periodic objects. In the light of re-
sults of Ref. [8], an intuitive approach to answer these
questions is to apply the Darboux transformations ap-
proach to create those solutions starting from a periodic
Bogoliubov- de Gennes (BdG) Hamiltonian and insert-
ing solitonic defects which are related with the design
of bound states in the spectral gaps. In order to un-
derstand how this can be achieve it, we start with the

formulation which connects the Lagrangians (1) and (2)
with the quantum-like BdG Hamiltonian. By means of a
Hubbard-Stratonovich transformation, the Lagrangians
(1) and (2) can be expressed in terms of a (real) complex
auxiliary field condensate, in the case of NJL we have

∆ = − g2

2

[(
ψ̄ψ
)2

+
(
ψ̄iγ5ψ

)2]
(For the GN case we just

need to neglect the second term) I am still thinking
how to present this more clear!!. Then integrating
out the fermionic fields we obtain the effective Lagragian

Seff = − 1

2g2

∫
|∆|2−i N ln det [i ∂/ − Re(∆) + iγ5Im(∆)] ,

where for the GN case Im(∆) = 0. The variation of the
effective action gives the so called gap equation for the
condensates

∆(x) = −iNg2trD,E

[
γ0
(
1+ ω γ5

)
R(x;E)

]
, (3)

where stands ω = 0 in the GN case, ω = 1 for NJL and
the gamma matrices are defined in terms of the Pauli
ones, γ0 = σ1 and γ2 = −iσ2. Here, R(x;E) is the resol-
vent operator R(x;E) ≡ ⟨x|(H − E)−1|x⟩ [7] associated
with the BdG Hamiltonian with energies E,

H =

(
−i d

dx ∆(x)
∆∗(x) i d

dx

)
, HΨ = EΨ . (4)

Thus, in order to deal with (3) we need to find the re-
solvent R(x;E) and find the conditions where the gap
equation is solved. Generically, for a non-trivial ∆(x) to
find the exact analytical form of the resolvent operator is
not an easy task. Following the lines presented in [6] and
also studied in [9], when ∆(x) satisfies an (n+1)th order
differential stationary equation of mKdV (GN) or AKNS
(NJL) hierarchies (see (7) below), the energy expansion
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Stability of complex soliton solutions in the Bullough-Dodd model

3.1.2 Bound state solutions for type I complex one-soliton solutions

It is not straightforward or obvious how to solve the eigenvalue equation for the potentials

V
±
1 (x) directly. However, we notice now that the supersymmetric partner Hamiltonians

are inverse cosh2-potentials that have been treated extensively in the literature. Since

V
+
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�
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When shifting the overall energy by 3, this is an inverse cosh2-potential discussed in the

literature. It possess bound states as treated in section 23 in problem 5 [?] and scattering
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!
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
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⇣
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4
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Solitons and integrable equations

Regularized degenerate multi-solitons

solutions found are mathematically permissible, they always possess undesired singularities

at certain points in space-time and have infinite amounts of energy. These features make

them non-physical objects.

Inspired by the success of PT -symmetric quantum mechanics [6, 7, 8], many experi-

ments have been carried out in optical settings, exploiting the formal analogy between the

Schrödinger and the Helmholtz equation. In particular, the existence of complex soliton

solutions in such a framework has recently been experimentally [9, 10, 11] verified and it

was shown [12] that such type of solutions may posses real energies and lead to regular

solutions despite being complex. Here we will employ a similar idea and demonstrate that

they can be used to overcome the above mentioned infinite energy problem related to de-

generate multi-soliton solutions. Starting from a quantum mechanical setting we show that

the degeneracy is naturally implemented by so-called Jordan states [13] when Darboux-

Crum (DC) transforming [14, 15, 16, 17] degenerate states of the Schrödinger equation.

Finiteness in the energy is achieved by carefully selected complex PT -symmetric shifts in

the dispersion terms.

Subsequently we show how such type of solutions are also obtainable from other stan-

dard techniques of integrable systems. For Hirota’s direct method [18] this can be achieved

by reparameterizing known solutions such that they will become suitable for a direct limit-

ing process that leads to degeneracy together with a fitting complexification that achieves

the regularization. For the other prominent scheme, the Bäcklund transformations we also

demonstrate how the limit can be carried out on a superposition of three solutions in a

convergent manner.

Here we consider in detail one of the prototype nonlinear wave equations, the Korteweg-

de Vries (KdV) equation [19], for the complex field u(x, t)

ut + 6uux + uxxx = 0 (1.1)

depending on time t and space x. This equation is known to arise from standard functional

variation from the Hamiltonian density

H(u, ux) = −u3 +
1

2
u2x (1.2)

In general, for PT -symmetric models the energy

E =

∫ ∞

−∞
H[u(x, t)]dx =

∮

Γ
H[u(x, t)]

du

ux
(1.3)

remains real despite the fact that the Hamiltonian density is complex [20]. The PT -

symmetry is realized as PT : x → −x, t → −t, i → −i, u → u, leaving (1.1) invariant. As

we will demonstrate below it is essential to have complex contributions to u in order to

render the energy finite.

Our manuscript is organized as follows: In section 2 we discuss the general mechanism

that allows to implement degeneracies into Darboux-Crum transformations. We show that

degenerate states in the Schrödinger equation need to be replaced by Jordan states in order

to obtain nonvanishing and finite, up to singularities, solutions. Subsequently we elaborate

– 2 –

Korteweg-de Vries equation

Laboratoire Interdisciplinaire CARNOT de Bourgogne, Équipe Solitons, 
Laser et Communications optiques
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u(x, t)

Three soliton

• Total energy is the sum of individual solitons with different energies

• Different velocities

• Conserved quantities are functions of the velocities

Mass

Time-delay and reality conditions for complex solitons

corresponding lateral displacements and time-delays (∆x)k and (∆t)k, respectively, have

to satisfy certain consistence conditions [3]. Demanding for instance that the centre of

mass coordinate

X =

∑

k
mkxk

∑

k
mk

(2.3)

remains the same before and after the collision, i.e. X(i) = X (f), immediately implies that
∑

k
mk(∆x)k = 0. (2.4)

Furthermore, given that m∆x = −mv∆t = −p∆t yields
∑

k
pk(∆t)k = 0, (2.5)

where pk is the momentum of a particle of type k. We will use the relations (2.4) and (2.5)

for consistency checks.

2.2 Complex KdV multi-soliton scattering

Let us now see how the above applies to the scattering of multi-solitons that are solutions

of the KdV equation for the complex field u(x, t) = p(x, t)+ iq(x, t) with p(x, t), q(x, t) ∈ R

ut + 6uux + uxxx = 0. (2.6)

Separating (2.6) into its real and imaginary part one may view it of course as set of coupled

equations for the real fields p(x, t) and q(x, t). In the limits (pq)x → pqx and qxxx → 0

they reduce to some well studied systems, the Hirota-Satsuma [22] and Ito equations [23],

respectively. The total mass, momentum and energy associated to the solution u(x, t) are

defined as

m =

∫ ∞

−∞

udx, p =

∫ ∞

−∞

u2dx, E =

∫ ∞

−∞

(

2u3 − u2x
)

dx, (2.7)

respectively. See section 3 for a derivation of these expressions. We have to establish that

these quantities are real as they are meant to be physical, i.e. observable.

2.2.1 Properties of the one-soliton solutions

First we need to compute complex solutions to the KdV equation. We recall that they

may be constructed for instance from Hirota’s direct method [24]. Defining the quantities

ηµ;α := αx− α3t+ µ, we consider the τ -function for a one-soliton

τµ;α(x, t) = 1 + eηµ;α , (2.8)

from which the corresponding solution to the complex KdV equation is obtained as u(x, t) =

2[ln τ(x, t)]xx. Taking the value for µ in a form that respects the PT -symmetry of the

solutions, i.e. purely imaginary µ = iθ with θ ∈ R, we obtain [5]

uiθ;α(x, t) =
α2 + α2 cos θ cosh(αx− α3t)

[cos θ + cosh(αx− α3t)]2
− i

α2 sin θ sinh(αx− α3t)

[cos θ + cosh(αx− α3t)]2
. (2.9)
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Energy

Ahora si multiplicamos la ecuacion de KdV por u tenemos que

u
∂u

∂t
= 6u2∂u

∂x
− u

∂3u

∂x3
(4.11)

∂

∂t

(
1

2
u2

)
=

∂

∂x

(
2u3 +

1

2

(
∂u

∂x

)2

− u
∂2u

∂x2

)
(4.12)

De esta manera tenemos una segunda ecuacion de continuidad

ρ1[u(x, t)] =
1

2
u2 (4.13)

j1[u(x, t)] = 2u3 +
1

2

(
∂u

∂x

)2

− u
∂2u

∂x2
(4.14)

Asi, la segunda integral de movimiento esta dada por

H0 =

∫ ∞

−∞
dx

1

2
u2 (4.15)

El Hamiltoniano para la ecuacion de KdV tiene la forma

H = E =

∫ ∞

−∞
dx

(
−u3 +

1

2

(
∂u

∂x

)2
)

(4.16)

la cual claramente es una constante de movimiento,

H2 = HKdV (4.17)

De el corchete fundamental de Poisson

{u(x, t), u(y, t)} =
∂

∂x
δ(x− y) (4.18)

podemos identificar H2 con el generador de traslaciones temporales y por lo tanto la energia,
dado que

{u(x, t), H2} =
∂u

∂t
(4.19)

De manera similar H1 puede ser tratado como el momentum debido que genera traslaciones
espaciales

{u(x, t), H1} =

∫ ∞

−∞
dy

{
u(x, t),

1

2
u2(y, t)

}
(4.20)

=

∫ ∞

−∞
dy u(y, t) {u(x, t), u(y, t)} (4.21)

=

∫ ∞

−∞
dy u(y, t)

∂

∂x
δ(x− y) (4.22)

{u(x, t), H1} =
∂u(x, t)

∂x
(4.23)
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2.3 La ecuación de KdV como un sistema Hamiltoniano

Examinemos la ecuación

∂u

∂t
= −6u

∂u

∂x
− ∂3u

∂x3
(2.57)

Las variables fundamentales u(x, t) en este caso son funciones continuas de x y t. Los u(x, t)
pueden ser pensados como las coordenadas generalizadas del espacio de fase (equivalente-
mente a los yµ en el caso finito dimensional). La ecuación de evolución ya esta en primer
orden temporal, (tal como viene de las ecuaciones de Hamilton). Para mostrar que es de echo
un sistema Hamiltoniano, tenemos que encontrar los corchetes fundamentales de Poisson y
el Hamiltoniano de tal manera que nos lleve a la ecuacion de KdV, como las ecuaciones de
Hamilton. Es decir nos gustaria escribir la ecuación (3.14) como

∂u

∂t
= {u(x, y), H} (2.58)

Para adivinar la estructura de los corchetes de Poisson y el Hamiltoniano podemos escribir
la ecuación de KdV como

∂u

∂t
=

d

dx

(
−3u2 − ∂2u

∂x2

)
(2.59)

Si elegimos el Hamiltoniano como

H [u] =

∫ ∞

−∞
dx

(

−u3 +
1

2

(
∂u

∂x

)2
)

(2.60)

entonces

δH

δu(x)
= 3u2(x)− ∂2u(x)

∂x2
(2.61)

donde usamos la derivada funcional 1. Con esta elección de H podemos ver que δH
δu(x) coincide

con lo que esta dentro del paréntesis dentro de (2.59). Asi, podemos escribir la ecuación de
KdV como

∂u

∂t
=

∂

∂x

δH

δu(x)
. (2.62)

Por otro lado para que esta ecuación sea Hamiltoniana uno debe tener

∂u

∂t
= {u(x), H} (2.63)

1Si consideramos J [f ] =
∫ b
a L[x, f(x), f ′(x)]dx y f se varia agregando una funcion δf y el integrando

resultante se expande en potencias de δf , entonces el cambio del valor de J al primer orden, se puede

expresar como δJ =
∫ b
a

δJ
δf(x)δf(x) donde la derivada funciona de J con respecto a f en el punto x corresponde

exactamente a las ecuaciones de Euler-Lagrange δJ
δf(x) =

∂L
∂f − d

dx
∂L
∂f ′ +

d2

dx2
∂L
∂f ′′ .

9

2.3 La ecuación de KdV como un sistema Hamiltoniano

Examinemos la ecuación

∂u

∂t
= −6u

∂u

∂x
− ∂3u

∂x3
(2.57)

Las variables fundamentales u(x, t) en este caso son funciones continuas de x y t. Los u(x, t)
pueden ser pensados como las coordenadas generalizadas del espacio de fase (equivalente-
mente a los yµ en el caso finito dimensional). La ecuación de evolución ya esta en primer
orden temporal, (tal como viene de las ecuaciones de Hamilton). Para mostrar que es de echo
un sistema Hamiltoniano, tenemos que encontrar los corchetes fundamentales de Poisson y
el Hamiltoniano de tal manera que nos lleve a la ecuacion de KdV, como las ecuaciones de
Hamilton. Es decir nos gustaria escribir la ecuación (3.14) como

∂u

∂t
= {u(x, y), H} (2.58)

Para adivinar la estructura de los corchetes de Poisson y el Hamiltoniano podemos escribir
la ecuación de KdV como

∂u

∂t
=

d

dx

(
−3u2 − ∂2u

∂x2

)
(2.59)

Si elegimos el Hamiltoniano como

H [u] =

∫ ∞

−∞
dx

(

−u3 +
1

2

(
∂u

∂x

)2
)

(2.60)

entonces

δH

δu(x)
= 3u2(x)− ∂2u(x)

∂x2
(2.61)

donde usamos la derivada funcional 1. Con esta elección de H podemos ver que δH
δu(x) coincide
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• There is no a concept of a two-soliton with twice one soliton energy....



Solitons and integrable equations

Regularized degenerate multi-solitons

solutions found are mathematically permissible, they always possess undesired singularities

at certain points in space-time and have infinite amounts of energy. These features make

them non-physical objects.

Inspired by the success of PT -symmetric quantum mechanics [6, 7, 8], many experi-

ments have been carried out in optical settings, exploiting the formal analogy between the

Schrödinger and the Helmholtz equation. In particular, the existence of complex soliton

solutions in such a framework has recently been experimentally [9, 10, 11] verified and it

was shown [12] that such type of solutions may posses real energies and lead to regular

solutions despite being complex. Here we will employ a similar idea and demonstrate that

they can be used to overcome the above mentioned infinite energy problem related to de-

generate multi-soliton solutions. Starting from a quantum mechanical setting we show that

the degeneracy is naturally implemented by so-called Jordan states [13] when Darboux-

Crum (DC) transforming [14, 15, 16, 17] degenerate states of the Schrödinger equation.

Finiteness in the energy is achieved by carefully selected complex PT -symmetric shifts in

the dispersion terms.

Subsequently we show how such type of solutions are also obtainable from other stan-

dard techniques of integrable systems. For Hirota’s direct method [18] this can be achieved

by reparameterizing known solutions such that they will become suitable for a direct limit-

ing process that leads to degeneracy together with a fitting complexification that achieves

the regularization. For the other prominent scheme, the Bäcklund transformations we also

demonstrate how the limit can be carried out on a superposition of three solutions in a

convergent manner.

Here we consider in detail one of the prototype nonlinear wave equations, the Korteweg-

de Vries (KdV) equation [19], for the complex field u(x, t)

ut + 6uux + uxxx = 0 (1.1)

depending on time t and space x. This equation is known to arise from standard functional

variation from the Hamiltonian density

H(u, ux) = −u3 +
1

2
u2x (1.2)

In general, for PT -symmetric models the energy

E =

∫ ∞

−∞
H[u(x, t)]dx =

∮

Γ
H[u(x, t)]

du

ux
(1.3)

remains real despite the fact that the Hamiltonian density is complex [20]. The PT -

symmetry is realized as PT : x → −x, t → −t, i → −i, u → u, leaving (1.1) invariant. As

we will demonstrate below it is essential to have complex contributions to u in order to

render the energy finite.

Our manuscript is organized as follows: In section 2 we discuss the general mechanism

that allows to implement degeneracies into Darboux-Crum transformations. We show that

degenerate states in the Schrödinger equation need to be replaced by Jordan states in order

to obtain nonvanishing and finite, up to singularities, solutions. Subsequently we elaborate
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was shown [12] that such type of solutions may posses real energies and lead to regular

solutions despite being complex. Here we will employ a similar idea and demonstrate that

they can be used to overcome the above mentioned infinite energy problem related to de-

generate multi-soliton solutions. Starting from a quantum mechanical setting we show that

the degeneracy is naturally implemented by so-called Jordan states [13] when Darboux-

Crum (DC) transforming [14, 15, 16, 17] degenerate states of the Schrödinger equation.

Finiteness in the energy is achieved by carefully selected complex PT -symmetric shifts in

the dispersion terms.

Subsequently we show how such type of solutions are also obtainable from other stan-

dard techniques of integrable systems. For Hirota’s direct method [18] this can be achieved

by reparameterizing known solutions such that they will become suitable for a direct limit-

ing process that leads to degeneracy together with a fitting complexification that achieves

the regularization. For the other prominent scheme, the Bäcklund transformations we also

demonstrate how the limit can be carried out on a superposition of three solutions in a

convergent manner.

Here we consider in detail one of the prototype nonlinear wave equations, the Korteweg-

de Vries (KdV) equation [19], for the complex field u(x, t)

ut + 6uux + uxxx = 0 (1.1)

depending on time t and space x. This equation is known to arise from standard functional

variation from the Hamiltonian density

H(u, ux) = −u3 +
1

2
u2x (1.2)

In general, for PT -symmetric models the energy

E =

∫ ∞

−∞
H[u(x, t)]dx =

∮

Γ
H[u(x, t)]

du

ux
(1.3)

remains real despite the fact that the Hamiltonian density is complex [20]. The PT -

symmetry is realized as PT : x → −x, t → −t, i → −i, u → u, leaving (1.1) invariant. As

we will demonstrate below it is essential to have complex contributions to u in order to

render the energy finite.

Our manuscript is organized as follows: In section 2 we discuss the general mechanism

that allows to implement degeneracies into Darboux-Crum transformations. We show that

degenerate states in the Schrödinger equation need to be replaced by Jordan states in order

to obtain nonvanishing and finite, up to singularities, solutions. Subsequently we elaborate
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V. Matveev, JMP (1994)

But if the KdV equation is so well known, how could this have gone unnoticed?

Non-physical solitons are regularized:  removing singularities and 
making charges finite!

An additional symmetry ensures the reality of the integrals of motion

PT-SYMMETRY

All conserved charges are real, even though solitons are complex

F.C, A. Fring, JHEP (2016) J. Cen, F.C, A. Fring, Annals of Phys. (2017)

Singular solutions with infinite (divergent) energies
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eigenvalues potentialM. Kac ?”of a “Can one hear the

bound 
states

V(x) = −
6

cosh2 x

Reflectionless potentials for all energies!
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Why these potentials are interesting?
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∂2ψ
∂x2

+ V(x) ψV(x)

n(x)

A complex potential

A refractive index with
 gain and loss

Formal coincidence

The paraxial equation of diffraction

The Schrödinger equation
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|E(x, z) |2

|ψ(x, t) |2
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=
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The power intensity

Formal coincidence

The paraxial equation of diffraction

The Schrödinger equation
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Reflectionless but detectable, non trivial phase shift

|E(x, z) |2The path of a beam of light through a material

F. C., V. Jakubsky,  M. Plyushchay, PRA (2015)
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Invisible potentials in both directions

|E(x, z) |2

F. C., V. Jakubsky,  M. Plyushchay, PRA (2015)
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Ṽ (x)

(b) ψ0 = bx+ ic, αR = −2.8, b = −0.26, c = −0.5

��� ��� �� � �� ��

��

��

�

�

���

���

���

|ψ̃(x, z)|2

z

x

x
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(d) ψ0 = eik0x, αR = 1, k0 = 0.7

Figure 2: Reflectionless optical potentials. On the left: PT -symmetric potential Ṽ (x) =

−2 d2

dx2 log
(∫ x

0 ψ
2
0(s)ds+ iαR

)
discussed in section 5.1. The solid blue (dashed red) line represents

the real (imaginary) part. On the right: intensity |ψ̃(x, z)|2 of the light beam when propagating
through the optical potential. There is a bound state of energy with (a) E0 = −k20 , (b) E0 = 0,
(c) E0 = k20. The periodic system (d) has no bound states. In ψ̃(x, z), we fix σ = 2, x0 = −50 and
ω0 = π/2 in all the cases, see (5.17) and (5.18).
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|ψ̃(x, z)|2
z

x

Figure 3: Reflective optical potential. Intensity |ψ̃(x, z)|2 of the light beam when propagating
through the real part of the potential, Re[Ṽ (x)], in the model (5.12). The parameters are the same
as in (b) of Fig. 2. The two main reflections that appear about x = 0 correspond to those produced
by each potential well, see (b), Fig. 2.
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Invisible optical crystal with a bound state in the continuum (BIC)

|E(x, z) |2

F. C., V. Jakubsky,  M. Plyushchay, PRA (2015)
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2 Features of integrable non-Hermitian field theories 

Integrability and non-Hermitian physics via a simple 
example
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The nonlinear Schrödinger equation

Integrable nonlocal Hirota equations

The Hirota equation, a conjugate pair, r(x, t) = q
⇤(x, t):

The standard choice to achieve compatibility between (2.11) and (2.12) is to take r(x, t) =

q
⇤(x, t) with  = 1. Here we allow  2 R, such that the equations acquire the forms

iqt =�↵

⇣
qxx � 2 |q|2 q

⌘
� i�

⇣
qxxx � 6 |q|2 qx

⌘
, (2.14)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
+ i�

⇣
q
⇤
xxx � 6 |q|2 q⇤x

⌘
. (2.15)

iqt + ↵

⇣
qxx � 2 |q|2 q

⌘
= 0 (2.16)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
(2.17)

Equation (2.16) is the known Hirota equation [12]. Taking in (2.16)  = 1, ↵ ! 1/2

and � ! " we obtain the HNLSE (1.1) when setting ↵ ! 1, � ! 6, � ! 0 in there.

For ↵,�, 2 R equation (2.17) is its complex conjugate, respectively, i.e. (2.17)⇤ =(2.16).

When � ! 0 equation (2.16) reduces to the NLSE with conjugate (2.17) and for ↵ ! 0

equation (2.16) reduces to the complex modified Korteweg de-Vries with conjugate (2.17).

The aforementioned PT -symmetry is preserved in these equations.

A parity transformed conjugate pair, r(x, t) = q
⇤(�x, t):

Taking now r(x, t) = q̃
⇤ with  2 R together with � = i�, ↵, � 2 R, the equations (2.11)

and (2.12) become

iqt =�↵
⇥
qxx � 2q̃⇤q2

⇤
+ �[qxxx � 6qq̃⇤qx] , (2.18)

�iq̃⇤t = �↵
⇥
q̃
⇤
xx � 2q(q̃⇤)2

⇤
� �(q̃⇤xxx � 6q̃⇤qq̃⇤x) . (2.19)

We observe that equation (2.18) is the parity transformed conjugate of equation (2.19), i.e.

P(2.18)⇤ =(2.19). We also notice that a consequence of the introduction of the nonlocality

is that the aforementioned PT -symmetry has been broken.

A time-reversed pair, r(x, t) = q
⇤(x,�t):

Choosing r(x, t) = q̂
⇤ with  2 R and ↵ = i�̂, � = i�, �̂, � 2 R we obtain from equations

(2.11) and (2.12) the pair

iqt =�i�̂
⇥
qxx � 2q̂⇤q2

⇤
+ �[qxxx � 6qq̂⇤qx] , (2.20)

iq̂
⇤
t = i�̂

⇥
q̂
⇤
xx � 2q(q̂⇤)2

⇤
+ �(q̂⇤xxx � 6q̂⇤qq̂⇤x) . (2.21)

Recalling here that the time-reversal map includes a conjugation, such that T : q ! q̂
⇤
, i !

�i, we observe that (2.20) is the time-reversed of equations (2.21), i.e. T (2.21)=(2.20).

The PT -symmetry is also broken in this case.

A PT -symmetric pair, r(x, t) = q
⇤(�x,�t):

For the choice r(x, t) = q̌
⇤ with  2 R and ↵ = i�̌, �̌,� 2 R the equations (2.11) and (2.12)

become

qt =��̌
⇥
qxx � 2q̌⇤q2

⇤
� �[qxxx � 6qq̌⇤qx] , (2.22)

�q̌
⇤
t = �̌�

⇥
q̌
⇤
xx � 2q(q̌⇤)2

⇤
+ �(q̌⇤xxx � 6q̌⇤qq̌⇤x) . (2.23)
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�i, we observe that (2.20) is the time-reversed of equations (2.21), i.e. T (2.21)=(2.20).

The PT -symmetry is also broken in this case.

A PT -symmetric pair, r(x, t) = q
⇤(�x,�t):

For the choice r(x, t) = q̌
⇤ with  2 R and ↵ = i�̌, �̌,� 2 R the equations (2.11) and (2.12)

become

qt =��̌
⇥
qxx � 2q̌⇤q2

⇤
� �[qxxx � 6qq̌⇤qx] , (2.22)

�q̌
⇤
t = �̌�

⇥
q̌
⇤
xx � 2q(q̌⇤)2

⇤
+ �(q̌⇤xxx � 6q̌⇤qq̌⇤x) . (2.23)
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Propagation of light in fiber optics 

The nonlinear Schrödinger equation



• Water waves
• Plasma physics
• Bose-Einstein condensates
• Superconductivity
• Gravity
• Classical and quantum field theory
• Non-Hermitian physics

 and many, many more applications...

The nonlinear Schrödinger equation

Integrable nonlocal Hirota equations

The Hirota equation, a conjugate pair, r(x, t) = q
⇤(x, t):

The standard choice to achieve compatibility between (2.11) and (2.12) is to take r(x, t) =

q
⇤(x, t) with  = 1. Here we allow  2 R, such that the equations acquire the forms

iqt =�↵

⇣
qxx � 2 |q|2 q

⌘
� i�

⇣
qxxx � 6 |q|2 qx

⌘
, (2.14)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
+ i�

⇣
q
⇤
xxx � 6 |q|2 q⇤x

⌘
. (2.15)

iqt + ↵

⇣
qxx � 2 |q|2 q

⌘
= 0 (2.16)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
(2.17)

Equation (2.16) is the known Hirota equation [12]. Taking in (2.16)  = 1, ↵ ! 1/2

and � ! " we obtain the HNLSE (1.1) when setting ↵ ! 1, � ! 6, � ! 0 in there.

For ↵,�, 2 R equation (2.17) is its complex conjugate, respectively, i.e. (2.17)⇤ =(2.16).

When � ! 0 equation (2.16) reduces to the NLSE with conjugate (2.17) and for ↵ ! 0

equation (2.16) reduces to the complex modified Korteweg de-Vries with conjugate (2.17).

The aforementioned PT -symmetry is preserved in these equations.

A parity transformed conjugate pair, r(x, t) = q
⇤(�x, t):

Taking now r(x, t) = q̃
⇤ with  2 R together with � = i�, ↵, � 2 R, the equations (2.11)

and (2.12) become

iqt =�↵
⇥
qxx � 2q̃⇤q2

⇤
+ �[qxxx � 6qq̃⇤qx] , (2.18)

�iq̃⇤t = �↵
⇥
q̃
⇤
xx � 2q(q̃⇤)2

⇤
� �(q̃⇤xxx � 6q̃⇤qq̃⇤x) . (2.19)

We observe that equation (2.18) is the parity transformed conjugate of equation (2.19), i.e.

P(2.18)⇤ =(2.19). We also notice that a consequence of the introduction of the nonlocality

is that the aforementioned PT -symmetry has been broken.

A time-reversed pair, r(x, t) = q
⇤(x,�t):

Choosing r(x, t) = q̂
⇤ with  2 R and ↵ = i�̂, � = i�, �̂, � 2 R we obtain from equations

(2.11) and (2.12) the pair

iqt =�i�̂
⇥
qxx � 2q̂⇤q2

⇤
+ �[qxxx � 6qq̂⇤qx] , (2.20)

iq̂
⇤
t = i�̂

⇥
q̂
⇤
xx � 2q(q̂⇤)2

⇤
+ �(q̂⇤xxx � 6q̂⇤qq̂⇤x) . (2.21)

Recalling here that the time-reversal map includes a conjugation, such that T : q ! q̂
⇤
, i !

�i, we observe that (2.20) is the time-reversed of equations (2.21), i.e. T (2.21)=(2.20).

The PT -symmetry is also broken in this case.

A PT -symmetric pair, r(x, t) = q
⇤(�x,�t):

For the choice r(x, t) = q̌
⇤ with  2 R and ↵ = i�̌, �̌,� 2 R the equations (2.11) and (2.12)

become

qt =��̌
⇥
qxx � 2q̌⇤q2

⇤
� �[qxxx � 6qq̌⇤qx] , (2.22)

�q̌
⇤
t = �̌�

⇥
q̌
⇤
xx � 2q(q̌⇤)2

⇤
+ �(q̌⇤xxx � 6q̌⇤qq̌⇤x) . (2.23)
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What is the origin of this equation?
Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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Zakharov and Shabat (1972) 
Zero curvature formalism

Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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Lax Pair formalism

Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.

– 3 –

Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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Integrable nonlocal Hirota equations

The Hirota equation, a conjugate pair, r(x, t) = q
⇤(x, t):

The standard choice to achieve compatibility between (2.11) and (2.12) is to take r(x, t) =

q
⇤(x, t) with  = 1. Here we allow  2 R, such that the equations acquire the forms

iqt =�↵

⇣
qxx � 2 |q|2 q

⌘
� i�

⇣
qxxx � 6 |q|2 qx

⌘
, (2.14)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
+ i�

⇣
q
⇤
xxx � 6 |q|2 q⇤x

⌘
. (2.15)

iqt + ↵

⇣
qxx � 2 |q|2 q

⌘
= 0 (2.16)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
(2.17)

Equation (2.16) is the known Hirota equation [12]. Taking in (2.16)  = 1, ↵ ! 1/2

and � ! " we obtain the HNLSE (1.1) when setting ↵ ! 1, � ! 6, � ! 0 in there.

For ↵,�, 2 R equation (2.17) is its complex conjugate, respectively, i.e. (2.17)⇤ =(2.16).

When � ! 0 equation (2.16) reduces to the NLSE with conjugate (2.17) and for ↵ ! 0

equation (2.16) reduces to the complex modified Korteweg de-Vries with conjugate (2.17).

The aforementioned PT -symmetry is preserved in these equations.

A parity transformed conjugate pair, r(x, t) = q
⇤(�x, t):

Taking now r(x, t) = q̃
⇤ with  2 R together with � = i�, ↵, � 2 R, the equations (2.11)

and (2.12) become

iqt =�↵
⇥
qxx � 2q̃⇤q2

⇤
+ �[qxxx � 6qq̃⇤qx] , (2.18)

�iq̃⇤t = �↵
⇥
q̃
⇤
xx � 2q(q̃⇤)2

⇤
� �(q̃⇤xxx � 6q̃⇤qq̃⇤x) . (2.19)

We observe that equation (2.18) is the parity transformed conjugate of equation (2.19), i.e.

P(2.18)⇤ =(2.19). We also notice that a consequence of the introduction of the nonlocality

is that the aforementioned PT -symmetry has been broken.

A time-reversed pair, r(x, t) = q
⇤(x,�t):

Choosing r(x, t) = q̂
⇤ with  2 R and ↵ = i�̂, � = i�, �̂, � 2 R we obtain from equations

(2.11) and (2.12) the pair

iqt =�i�̂
⇥
qxx � 2q̂⇤q2

⇤
+ �[qxxx � 6qq̂⇤qx] , (2.20)

iq̂
⇤
t = i�̂

⇥
q̂
⇤
xx � 2q(q̂⇤)2

⇤
+ �(q̂⇤xxx � 6q̂⇤qq̂⇤x) . (2.21)

Recalling here that the time-reversal map includes a conjugation, such that T : q ! q̂
⇤
, i !

�i, we observe that (2.20) is the time-reversed of equations (2.21), i.e. T (2.21)=(2.20).

The PT -symmetry is also broken in this case.

A PT -symmetric pair, r(x, t) = q
⇤(�x,�t):

For the choice r(x, t) = q̌
⇤ with  2 R and ↵ = i�̌, �̌,� 2 R the equations (2.11) and (2.12)

become

qt =��̌
⇥
qxx � 2q̌⇤q2

⇤
� �[qxxx � 6qq̌⇤qx] , (2.22)

�q̌
⇤
t = �̌�

⇥
q̌
⇤
xx � 2q(q̌⇤)2

⇤
+ �(q̌⇤xxx � 6q̌⇤qq̌⇤x) . (2.23)
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Abstract
For the rational quantum Calogero systems of type A1�A2, AD3 and BC3, we explicitly present complete
sets of independent conserved charges and their nonlinear algebras. Using intertwining (or shift) operators,
we include the extra ‘odd’ charges appearing for integral couplings. Formulæ for the energy eigenstates
are used to tabulate the low-level wave functions.

1 Introduction and summary

 tx =  xt

There is a vast literature on quantum Calogero (or Calogero–Moser–Sutherland) models as a paradigm
for a superintegrable system with a finite number of degrees of freedom [1, 2]. Since these systems admit an
analytic computation of basically every detail, a variety of rich mathematical structures has been uncovered
(for reviews, see e.g. [3, 4]). Nevertheless, some of the latter have not been displayed very explicitly or are
hidden in mathematical literature di�cult to penetrate for most physicists.

Among these aspects is the nonlinear algebra formed by the 2N�1 (or, for integral coupling, 2N) inde-
pendent conserved charges in the case of the rational rank-N Calogero model [5, 6]. A related feature is the
form of the intertwiners (or shift operators). These relate the simultaneous eigenstates of the N Liouville
charges at integer-spaced coupling values, thereby providing an alternative access to those states for integral
couplings and allowing for the 2Nth extra charge Q.

For this reason, we provide completely explicit formulæ for the rank-3 rational quantum Calogero models,
based on the Coxeter reflection groups A1�A2, AD3 and BC3 (but not H3), for the nonlinear algebras,
the intertwiners and the energy eigenstates. In contrast to the customary A1�A2 model (describing three
nonrelativistic unit-mass particles on the infinite line and interacting pairwise via an inverse-square two-
body potential), the AD3 and BC3 models have been investigated much less. Yet, even the A1�A2 case
has not been fully analyzed: The center-of-mass sector (associated to the A1 part) is usually free, as one
imposes translational invariance as a physical prejudice. However, nothing prevents one from giving it its
own (external) inverse-square potential. In fact, such is completely natural in the bigger scope, and here we
present all details for this generalized three-particle system as well.

The organization of the paper is as follows. In the remainder of this introduction, we introduce the Dunkl
operators [7, 8] as our major tool for the construction of conserved charges, then review how the conformal
algebra can be used to extend the set of Liouville charges to an infinite (but functionally dependent) set of
higher integrals of motion, and finally present the concept of intertwining operators and how they give rise
to additional conserved charges in the special situation of integral coupling(s). Sections 2, 3 and 4 then treat
the cases of A1�A2, AD3 and BC3 in turn, showing in each instance a full set of independent conserved
charges, a formula for the energy eigenstates, the concrete form of the basic intertwiners, and finally the
nonlinear algebra of all charges including the extra ones at integral coupling. Some lengthy expressions and
lists of low-lying energy eigenstates are delegated to an appendix.

1

The nonlinear Schrödinger equation



Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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Integrable nonlocal Hirota equations

The Hirota equation, a conjugate pair, r(x, t) = q
⇤(x, t):

The standard choice to achieve compatibility between (2.11) and (2.12) is to take r(x, t) =

q
⇤(x, t) with  = 1. Here we allow  2 R, such that the equations acquire the forms

iqt =�↵

⇣
qxx � 2 |q|2 q

⌘
� i�

⇣
qxxx � 6 |q|2 qx

⌘
, (2.14)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
+ i�

⇣
q
⇤
xxx � 6 |q|2 q⇤x

⌘
. (2.15)

Equation (2.14) is the known Hirota equation [12]. Taking in (2.14)  = 1, ↵ ! 1/2 and

� ! " we obtain the HNLSE (1.1) when setting ↵ ! 1, � ! 6, � ! 0 in there. For

↵,�, 2 R equation (2.15) is its complex conjugate, respectively, i.e. (2.15)⇤ =(2.14).

When � ! 0 equation (2.14) reduces to the NLSE with conjugate (2.15) and for ↵ ! 0

equation (2.14) reduces to the complex modified Korteweg de-Vries with conjugate (2.15).

The aforementioned PT -symmetry is preserved in these equations.

A parity transformed conjugate pair, r(x, t) = q
⇤(�x, t):

Taking now r(x, t) = q̃
⇤ with  2 R together with � = i�, ↵, � 2 R, the equations (2.11)

and (2.12) become

iqt =�↵
⇥
qxx � 2q̃⇤q2

⇤
+ �[qxxx � 6qq̃⇤qx] , (2.16)

�iq̃⇤t = �↵
⇥
q̃
⇤
xx � 2q(q̃⇤)2

⇤
� �(q̃⇤xxx � 6q̃⇤qq̃⇤x) . (2.17)

We observe that equation (2.16) is the parity transformed conjugate of equation (2.17), i.e.

P(2.16)⇤ =(2.17). We also notice that a consequence of the introduction of the nonlocality

is that the aforementioned PT -symmetry has been broken.

A time-reversed pair, r(x, t) = q
⇤(x,�t):

Choosing r(x, t) = q̂
⇤ with  2 R and ↵ = i�̂, � = i�, �̂, � 2 R we obtain from equations

(2.11) and (2.12) the pair

iqt =�i�̂
⇥
qxx � 2q̂⇤q2

⇤
+ �[qxxx � 6qq̂⇤qx] , (2.18)

iq̂
⇤
t = i�̂

⇥
q̂
⇤
xx � 2q(q̂⇤)2

⇤
+ �(q̂⇤xxx � 6q̂⇤qq̂⇤x) . (2.19)

Recalling here that the time-reversal map includes a conjugation, such that T : q ! q̂
⇤
, i !

�i, we observe that (2.18) is the time-reversed of equations (2.19), i.e. T (2.19)=(2.18).

The PT -symmetry is also broken in this case.

A PT -symmetric pair, r(x, t) = q
⇤(�x,�t):

For the choice r(x, t) = q̌
⇤ with  2 R and ↵ = i�̌, �̌,� 2 R the equations (2.11) and (2.12)

become

qt =��̌
⇥
qxx � 2q̌⇤q2

⇤
� �[qxxx � 6qq̌⇤qx] , (2.20)

�q̌
⇤
t = �̌�

⇥
q̌
⇤
xx � 2q(q̌⇤)2

⇤
+ �(q̌⇤xxx � 6q̌⇤qq̌⇤x) . (2.21)

We observe that the overall constant i has cancelled out and the two equations are trans-

formed into each other by means of a PT -symmetry transformation PT (2.21)=(2.20).

Thus, while the PT -symmetry for the equations (2.20) is broken, the two equations are

transformed into each other by that symmetry.
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1 Introduction and summary

 tx =  xt, U V

There is a vast literature on quantum Calogero (or Calogero–Moser–Sutherland) models as a paradigm
for a superintegrable system with a finite number of degrees of freedom [1, 2]. Since these systems admit an
analytic computation of basically every detail, a variety of rich mathematical structures has been uncovered
(for reviews, see e.g. [3, 4]). Nevertheless, some of the latter have not been displayed very explicitly or are
hidden in mathematical literature di�cult to penetrate for most physicists.

Among these aspects is the nonlinear algebra formed by the 2N�1 (or, for integral coupling, 2N) inde-
pendent conserved charges in the case of the rational rank-N Calogero model [5, 6]. A related feature is the
form of the intertwiners (or shift operators). These relate the simultaneous eigenstates of the N Liouville
charges at integer-spaced coupling values, thereby providing an alternative access to those states for integral
couplings and allowing for the 2Nth extra charge Q.

For this reason, we provide completely explicit formulæ for the rank-3 rational quantum Calogero models,
based on the Coxeter reflection groups A1�A2, AD3 and BC3 (but not H3), for the nonlinear algebras,
the intertwiners and the energy eigenstates. In contrast to the customary A1�A2 model (describing three
nonrelativistic unit-mass particles on the infinite line and interacting pairwise via an inverse-square two-
body potential), the AD3 and BC3 models have been investigated much less. Yet, even the A1�A2 case
has not been fully analyzed: The center-of-mass sector (associated to the A1 part) is usually free, as one
imposes translational invariance as a physical prejudice. However, nothing prevents one from giving it its
own (external) inverse-square potential. In fact, such is completely natural in the bigger scope, and here we
present all details for this generalized three-particle system as well.

The organization of the paper is as follows. In the remainder of this introduction, we introduce the Dunkl
operators [7, 8] as our major tool for the construction of conserved charges, then review how the conformal
algebra can be used to extend the set of Liouville charges to an infinite (but functionally dependent) set of
higher integrals of motion, and finally present the concept of intertwining operators and how they give rise
to additional conserved charges in the special situation of integral coupling(s). Sections 2, 3 and 4 then treat
the cases of A1�A2, AD3 and BC3 in turn, showing in each instance a full set of independent conserved
charges, a formula for the energy eigenstates, the concrete form of the basic intertwiners, and finally the
nonlinear algebra of all charges including the extra ones at integral coupling. Some lengthy expressions and
lists of low-lying energy eigenstates are delegated to an appendix.

1

Integrability, intertwiners and non-linear algebras in

Calogero models

Francisca Carrillo–Morales
a
, Francisco Correa

a
and Olaf Lechtenfeld

b

a
Instituto de Ciencias F́ısicas y Matemáticas
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Abstract
For the rational quantum Calogero systems of type A1�A2, AD3 and BC3, we explicitly present complete
sets of independent conserved charges and their nonlinear algebras. Using intertwining (or shift) operators,
we include the extra ‘odd’ charges appearing for integral couplings. Formulæ for the energy eigenstates
are used to tabulate the low-level wave functions.

1 Introduction and summary

 tx =  xt, U V

There is a vast literature on quantum Calogero (or Calogero–Moser–Sutherland) models as a paradigm
for a superintegrable system with a finite number of degrees of freedom [1, 2]. Since these systems admit an
analytic computation of basically every detail, a variety of rich mathematical structures has been uncovered
(for reviews, see e.g. [3, 4]). Nevertheless, some of the latter have not been displayed very explicitly or are
hidden in mathematical literature di�cult to penetrate for most physicists.

Among these aspects is the nonlinear algebra formed by the 2N�1 (or, for integral coupling, 2N) inde-
pendent conserved charges in the case of the rational rank-N Calogero model [5, 6]. A related feature is the
form of the intertwiners (or shift operators). These relate the simultaneous eigenstates of the N Liouville
charges at integer-spaced coupling values, thereby providing an alternative access to those states for integral
couplings and allowing for the 2Nth extra charge Q.

For this reason, we provide completely explicit formulæ for the rank-3 rational quantum Calogero models,
based on the Coxeter reflection groups A1�A2, AD3 and BC3 (but not H3), for the nonlinear algebras,
the intertwiners and the energy eigenstates. In contrast to the customary A1�A2 model (describing three
nonrelativistic unit-mass particles on the infinite line and interacting pairwise via an inverse-square two-
body potential), the AD3 and BC3 models have been investigated much less. Yet, even the A1�A2 case
has not been fully analyzed: The center-of-mass sector (associated to the A1 part) is usually free, as one
imposes translational invariance as a physical prejudice. However, nothing prevents one from giving it its
own (external) inverse-square potential. In fact, such is completely natural in the bigger scope, and here we
present all details for this generalized three-particle system as well.

The organization of the paper is as follows. In the remainder of this introduction, we introduce the Dunkl
operators [7, 8] as our major tool for the construction of conserved charges, then review how the conformal
algebra can be used to extend the set of Liouville charges to an infinite (but functionally dependent) set of
higher integrals of motion, and finally present the concept of intertwining operators and how they give rise
to additional conserved charges in the special situation of integral coupling(s). Sections 2, 3 and 4 then treat
the cases of A1�A2, AD3 and BC3 in turn, showing in each instance a full set of independent conserved
charges, a formula for the energy eigenstates, the concrete form of the basic intertwiners, and finally the
nonlinear algebra of all charges including the extra ones at integral coupling. Some lengthy expressions and
lists of low-lying energy eigenstates are delegated to an appendix.
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We show how to construct a new class of condensates for the 1 + 1 dimensional Gross-Neveu
and Nambu-Jona-Lasinio models. Those condensates correspond to solitonic defects on a periodic
finite-gap background associated to a Bogoliubov-de Gennes Hamiltonian. They are builded using
Darboux transformations on the quantum spectrum of a crystal kink condensate and inserting
bounds states in its prohibited zones (gaps). The new condenstates are related with non-linear
hiearchies of integrable models and allow to find in the exact analytical way the resolvent. In
this way the corresponding gap equation can be solved and we find the expresions of the the self-
consistency conditions.

Introduction – In this article we will consider the
Gross-Neveu (GN) and Nambu-Jona-Lasinio (NJL) mod-
els in 1+1 dimensions described by the Lagrangians [1, 2],

LGN = ψ̄i∂/ψ +
g2

2

(
ψ̄ψ
)2

, (1)

LNJL = ψ̄i∂/ψ +
g2

2

[(
ψ̄ψ
)2

+
(
ψ̄iγ5ψ

)2]
, (2)

where me omit the sum over the N flavours. These mod-
eles display many of the properties of massles quantum
chromodynamics in the ’t Hooft limit, N → ∞. It is
renormalizable and asymptotically free and allow the dy-
namical mass generation. Also represent the chiral sym-
metry breaking. More details classic results........
Recently, Dunne and Thies have found a generic class
of time dependent scattering solutions [3], which gen-
eralize the time-independent construction of Takahashi
and Nitta [4]. In the time independent case, it is known
that both GN and NJL models are related with the inte-
grable mKdV and AKNS hierarchies, respectively. It is
also known that this relation is still valid for some exam-
ples of periodic solutions of both models as for example,
the crystalline kink [5] and its complex twisted version
[6]. At this point there naturally appears the question
if the GN and NJL models in 1 + 1 dimensions admit
more and different class of solutions. In this paper we
show that is indeed the case, and there a generic new
kind of solutions which mix both multi-solitonic scat-
tering as well as periodic objects. In the light of re-
sults of Ref. [8], an intuitive approach to answer these
questions is to apply the Darboux transformations ap-
proach to create those solutions starting from a periodic
Bogoliubov- de Gennes (BdG) Hamiltonian and insert-
ing solitonic defects which are related with the design
of bound states in the spectral gaps. In order to un-
derstand how this can be achieve it, we start with the

formulation which connects the Lagrangians (1) and (2)
with the quantum-like BdG Hamiltonian. By means of a
Hubbard-Stratonovich transformation, the Lagrangians
(1) and (2) can be expressed in terms of a (real) complex
auxiliary field condensate, in the case of NJL we have

∆ = − g2

2

[(
ψ̄ψ
)2

+
(
ψ̄iγ5ψ

)2]
(For the GN case we just

need to neglect the second term) I am still thinking
how to present this more clear!!. Then integrating
out the fermionic fields we obtain the effective Lagragian

Seff = − 1

2g2

∫
|∆|2−i N ln det [i ∂/ − Re(∆) + iγ5Im(∆)] ,

where for the GN case Im(∆) = 0. The variation of the
effective action gives the so called gap equation for the
condensates

∆(x) = −iNg2trD,E

[
γ0
(
1+ ω γ5

)
R(x;E)

]
, (3)

where stands ω = 0 in the GN case, ω = 1 for NJL and
the gamma matrices are defined in terms of the Pauli
ones, γ0 = σ1 and γ2 = −iσ2. Here, R(x;E) is the resol-
vent operator R(x;E) ≡ ⟨x|(H − E)−1|x⟩ [7] associated
with the BdG Hamiltonian with energies E,

H =

(
−i d

dx ∆(x)
∆∗(x) i d

dx

)
, HΨ = EΨ . (4)

Thus, in order to deal with (3) we need to find the re-
solvent R(x;E) and find the conditions where the gap
equation is solved. Generically, for a non-trivial ∆(x) to
find the exact analytical form of the resolvent operator is
not an easy task. Following the lines presented in [6] and
also studied in [9], when ∆(x) satisfies an (n+1)th order
differential stationary equation of mKdV (GN) or AKNS
(NJL) hierarchies (see (7) below), the energy expansion

Stability of complex soliton solutions in the Bullough-Dodd model

3.1.2 Bound state solutions for type I complex one-soliton solutions

It is not straightforward or obvious how to solve the eigenvalue equation for the potentials

V
±
1 (x) directly. However, we notice now that the supersymmetric partner Hamiltonians

are inverse cosh2-potentials that have been treated extensively in the literature. Since

V
+
1 (x,�) = V

�
1 (x,� + i⇡), we just focus on the “+”-case from now on, as all quantities

related to the “-”-system are computed simply by a shift in �. Using the relation (??) we

compute the superpotential from the zero modes to

W
+(x) =

p
3

2

3 + 2 cosh
�
� +

p
3x
�
+ cosh

⇥
2
�
� +

p
3x
�⇤

⇥
cosh

�
� +

p
3x
�
+ 2
⇤
sinh

�
� +

p
3x
� , (3.12)

which is su�cient to define the corresponding intertwining operators L± in (??). Using

next the defining relation for the second Hamiltonian H2 we compute the associated second

potential from (??) to

V2 = 3�
3

2
sech2

 
�

2
+

p
3x

2

!
. (3.13)

H = E (3.14)

When shifting the overall energy by 3, this is an inverse cosh2-potential discussed in the

literature. It possess bound states as treated in section 23 in problem 5 [?] and scattering

states for which the potential is entirely reflectionless [?], see also [?]. From [?] we read o↵

the eigenfunction for the energy E with potential U = �U0 sech
2(↵x), ↵, U0 2 R as

 (x) =
⇥
1� tanh2(↵x)

⇤✏/2
2F1


✏� s, s+ ✏+ 1; ✏+ 1;

1

1 + e2x↵

�
, (3.15)

where 2F1(a, b; c; z) denotes the hypergeometric function and

✏ :=

p
�2Em

↵~ , s :=
1

2

 r
1 +

8mU0

↵2~2 � 1

!
. (3.16)

The quantization condition for the energy emerges from the requirement limx!±1 (x) = 0

as ✏� s = �n for n 2 N0, which when solved yields

En = �
↵
2~2
8m

 r
8mU0

↵2~2 + 1� 2n� 1

!2

. (3.17)

As argued in [?], the number of bound states is limited by the constraint n < s. When

shifting the overall energy by 3 we obtain V2 = U for the parameter identifications ~ = 1,

m = 1/2, U0 = 3/2, ↵ =
p
3/2. Since for these values s = 1, there is only one bound state

for n = 0. Thus we obtain the eigensystem solutions

�(2)
0 (x) = N0sech


1

2

⇣
� +

p
3x
⌘�

, E
(2)
0 =

9

4
, (3.18)

�(1)
1 (x) = L+�

(2)
0 = N0

3
p
3 cosh

⇥
1
2

�
� +

p
3x
�⇤

coth
�
� +

p
3x
�

cosh
�
� +

p
3x
�
+ 2

, E
(1)
1 =

9

4
. (3.19)

– 8 –

What is the origin of this equation?
Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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Zakharov and Shabat (1972) 
Zero curvature formalism

Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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Lax Pair formalism

Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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A = �i↵qr � 2i↵�2 + �
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rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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The nonlinear Schrödinger equation



Integrable nonlocal Hirota equations

The Hirota equation, a conjugate pair, r(x, t) = q
⇤(x, t):

The standard choice to achieve compatibility between (2.11) and (2.12) is to take r(x, t) =

q
⇤(x, t) with  = 1. Here we allow  2 R, such that the equations acquire the forms

iqt =�↵

⇣
qxx � 2 |q|2 q

⌘
� i�

⇣
qxxx � 6 |q|2 qx

⌘
, (2.14)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
+ i�

⇣
q
⇤
xxx � 6 |q|2 q⇤x

⌘
. (2.15)

iqt + ↵

⇣
qxx � 2 |q|2 q

⌘
= 0 (2.16)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
(2.17)

Equation (2.16) is the known Hirota equation [12]. Taking in (2.16)  = 1, ↵ ! 1/2

and � ! " we obtain the HNLSE (1.1) when setting ↵ ! 1, � ! 6, � ! 0 in there.

For ↵,�, 2 R equation (2.17) is its complex conjugate, respectively, i.e. (2.17)⇤ =(2.16).

When � ! 0 equation (2.16) reduces to the NLSE with conjugate (2.17) and for ↵ ! 0

equation (2.16) reduces to the complex modified Korteweg de-Vries with conjugate (2.17).

The aforementioned PT -symmetry is preserved in these equations.

A parity transformed conjugate pair, r(x, t) = q
⇤(�x, t):

Taking now r(x, t) = q̃
⇤ with  2 R together with � = i�, ↵, � 2 R, the equations (2.11)

and (2.12) become

iqt =�↵
⇥
qxx � 2q̃⇤q2

⇤
+ �[qxxx � 6qq̃⇤qx] , (2.18)

�iq̃⇤t = �↵
⇥
q̃
⇤
xx � 2q(q̃⇤)2

⇤
� �(q̃⇤xxx � 6q̃⇤qq̃⇤x) . (2.19)

We observe that equation (2.18) is the parity transformed conjugate of equation (2.19), i.e.

P(2.18)⇤ =(2.19). We also notice that a consequence of the introduction of the nonlocality
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What is the origin of this equation?
Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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U =
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, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)
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�
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All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.

– 3 –

Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.

– 3 –

• Sine-Gordon 

• Korteweg de Vries (KdV)

• mKdV

• Non-linear Schrödinger

• Hirota

The Ablowitz-Kaup-Newell-Segur (AKNS) hierarchy



Integrable nonlocal Hirota equations

The Hirota equation, a conjugate pair, r(x, t) = q
⇤(x, t):

The standard choice to achieve compatibility between (2.11) and (2.12) is to take r(x, t) =

q
⇤(x, t) with  = 1. Here we allow  2 R, such that the equations acquire the forms

iqt =�↵

⇣
qxx � 2 |q|2 q

⌘
� i�

⇣
qxxx � 6 |q|2 qx

⌘
, (2.14)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
+ i�

⇣
q
⇤
xxx � 6 |q|2 q⇤x

⌘
. (2.15)

iqt + ↵

⇣
qxx � 2 |q|2 q

⌘
= 0 (2.16)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
(2.17)

Equation (2.16) is the known Hirota equation [12]. Taking in (2.16)  = 1, ↵ ! 1/2

and � ! " we obtain the HNLSE (1.1) when setting ↵ ! 1, � ! 6, � ! 0 in there.

For ↵,�, 2 R equation (2.17) is its complex conjugate, respectively, i.e. (2.17)⇤ =(2.16).

When � ! 0 equation (2.16) reduces to the NLSE with conjugate (2.17) and for ↵ ! 0

equation (2.16) reduces to the complex modified Korteweg de-Vries with conjugate (2.17).

The aforementioned PT -symmetry is preserved in these equations.

A parity transformed conjugate pair, r(x, t) = q
⇤(�x, t):

Taking now r(x, t) = q̃
⇤ with  2 R together with � = i�, ↵, � 2 R, the equations (2.11)

and (2.12) become

iqt =�↵
⇥
qxx � 2q̃⇤q2

⇤
+ �[qxxx � 6qq̃⇤qx] , (2.18)

�iq̃⇤t = �↵
⇥
q̃
⇤
xx � 2q(q̃⇤)2

⇤
� �(q̃⇤xxx � 6q̃⇤qq̃⇤x) . (2.19)

We observe that equation (2.18) is the parity transformed conjugate of equation (2.19), i.e.

P(2.18)⇤ =(2.19). We also notice that a consequence of the introduction of the nonlocality

is that the aforementioned PT -symmetry has been broken.

A time-reversed pair, r(x, t) = q
⇤(x,�t):

Choosing r(x, t) = q̂
⇤ with  2 R and ↵ = i�̂, � = i�, �̂, � 2 R we obtain from equations

(2.11) and (2.12) the pair

iqt =�i�̂
⇥
qxx � 2q̂⇤q2

⇤
+ �[qxxx � 6qq̂⇤qx] , (2.20)

iq̂
⇤
t = i�̂

⇥
q̂
⇤
xx � 2q(q̂⇤)2

⇤
+ �(q̂⇤xxx � 6q̂⇤qq̂⇤x) . (2.21)

Recalling here that the time-reversal map includes a conjugation, such that T : q ! q̂
⇤
, i !

�i, we observe that (2.20) is the time-reversed of equations (2.21), i.e. T (2.21)=(2.20).

The PT -symmetry is also broken in this case.

A PT -symmetric pair, r(x, t) = q
⇤(�x,�t):

For the choice r(x, t) = q̌
⇤ with  2 R and ↵ = i�̌, �̌,� 2 R the equations (2.11) and (2.12)

become

qt =��̌
⇥
qxx � 2q̌⇤q2

⇤
� �[qxxx � 6qq̌⇤qx] , (2.22)

�q̌
⇤
t = �̌�

⇥
q̌
⇤
xx � 2q(q̌⇤)2

⇤
+ �(q̌⇤xxx � 6q̌⇤qq̌⇤x) . (2.23)
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What is the origin of this equation?
Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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Zakharov and Shabat (1972) 
Zero curvature formalism

Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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Lax Pair formalism

Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  
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, (2.2)
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qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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The nonlinear Schrödinger equation



r(x, t) = q(−x, t)

The nonlocal nonlinear Schrödinger equation

Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

iqt + ↵qxx � 2↵q2r = 0, (2.11)

irt � ↵rxx + 2↵qr2 = 0 (2.12)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.13)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.11) and (2.12), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.

– 3 –



Integrable nonlocal Hirota equations

The Hirota equation, a conjugate pair, r(x, t) = q
⇤(x, t):

The standard choice to achieve compatibility between (2.11) and (2.12) is to take r(x, t) =

q
⇤(x, t) with  = 1. Here we allow  2 R, such that the equations acquire the forms

iqt =�↵

⇣
qxx � 2 |q|2 q

⌘
� i�

⇣
qxxx � 6 |q|2 qx

⌘
, (2.14)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
+ i�

⇣
q
⇤
xxx � 6 |q|2 q⇤x

⌘
. (2.15)

iqt + ↵

⇣
qxx � 2 |q|2 q

⌘
= 0 (2.16)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
(2.17)

Equation (2.16) is the known Hirota equation [12]. Taking in (2.16)  = 1, ↵ ! 1/2

and � ! " we obtain the HNLSE (1.1) when setting ↵ ! 1, � ! 6, � ! 0 in there.

For ↵,�, 2 R equation (2.17) is its complex conjugate, respectively, i.e. (2.17)⇤ =(2.16).

When � ! 0 equation (2.16) reduces to the NLSE with conjugate (2.17) and for ↵ ! 0

equation (2.16) reduces to the complex modified Korteweg de-Vries with conjugate (2.17).

The aforementioned PT -symmetry is preserved in these equations.

A parity transformed conjugate pair, r(x, t) = q
⇤(�x, t):

Taking now r(x, t) = q̃
⇤ with  2 R together with � = i�, ↵, � 2 R, the equations (2.11)

and (2.12) become

iqt =�↵
⇥
qxx � 2q̃⇤q2

⇤
+ �[qxxx � 6qq̃⇤qx] , (2.18)

�iq̃⇤t = �↵
⇥
q̃
⇤
xx � 2q(q̃⇤)2

⇤
� �(q̃⇤xxx � 6q̃⇤qq̃⇤x) . (2.19)

We observe that equation (2.18) is the parity transformed conjugate of equation (2.19), i.e.

P(2.18)⇤ =(2.19). We also notice that a consequence of the introduction of the nonlocality

is that the aforementioned PT -symmetry has been broken.

A time-reversed pair, r(x, t) = q
⇤(x,�t):

Choosing r(x, t) = q̂
⇤ with  2 R and ↵ = i�̂, � = i�, �̂, � 2 R we obtain from equations

(2.11) and (2.12) the pair

iqt =�i�̂
⇥
qxx � 2q̂⇤q2

⇤
+ �[qxxx � 6qq̂⇤qx] , (2.20)

iq̂
⇤
t = i�̂

⇥
q̂
⇤
xx � 2q(q̂⇤)2

⇤
+ �(q̂⇤xxx � 6q̂⇤qq̂⇤x) . (2.21)

Recalling here that the time-reversal map includes a conjugation, such that T : q ! q̂
⇤
, i !

�i, we observe that (2.20) is the time-reversed of equations (2.21), i.e. T (2.21)=(2.20).

The PT -symmetry is also broken in this case.

A PT -symmetric pair, r(x, t) = q
⇤(�x,�t):

For the choice r(x, t) = q̌
⇤ with  2 R and ↵ = i�̌, �̌,� 2 R the equations (2.11) and (2.12)

become

qt =��̌
⇥
qxx � 2q̌⇤q2

⇤
� �[qxxx � 6qq̌⇤qx] , (2.22)

�q̌
⇤
t = �̌�

⇥
q̌
⇤
xx � 2q(q̌⇤)2

⇤
+ �(q̌⇤xxx � 6q̌⇤qq̌⇤x) . (2.23)
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(2.11) and (2.12) the pair

iqt =�i�̂
⇥
qxx � 2q̂⇤q2

⇤
+ �[qxxx � 6qq̂⇤qx] , (2.20)
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⇤
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Recalling here that the time-reversal map includes a conjugation, such that T : q ! q̂
⇤
, i !

�i, we observe that (2.20) is the time-reversed of equations (2.21), i.e. T (2.21)=(2.20).

The PT -symmetry is also broken in this case.

A PT -symmetric pair, r(x, t) = q
⇤(�x,�t):

For the choice r(x, t) = q̌
⇤ with  2 R and ↵ = i�̌, �̌,� 2 R the equations (2.11) and (2.12)

become

qt =��̌
⇥
qxx � 2q̌⇤q2

⇤
� �[qxxx � 6qq̌⇤qx] , (2.22)

�q̌
⇤
t = �̌�

⇥
q̌
⇤
xx � 2q(q̌⇤)2

⇤
+ �(q̌⇤xxx � 6q̌⇤qq̌⇤x) . (2.23)
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A parity transformed conjugate pair, r(x, t) = ±q
⇤(�x, t): Taking now r(x, t) =

±q̃
⇤ with � = i�, ↵, � 2 R, the equations (2.9) and (2.10) acquire the forms

iqt =�↵
⇥
qxx ⌥ 2q̃⇤q2

⇤
+ �[qxxx ⌥ 6qq̃⇤qx] , (2.14)

±iq̃
⇤
t = ↵

⇥
±q

⇤
xx � 2q(q̃⇤)2

⇤
+ �(±q̃

⇤
xxx � 6q̃⇤qq̃⇤x) . (2.15)

We observe that (2.14) is the parity transformed conjugate of equations (2.15), i.e. P(2.13)⇤± =

⌥(2.12)±. We also notice that a consequence of the introduction of the nonlocality is that

the aforementioned PT -symmetry has been broken.

A time-reversed pair, r(x, t) = ±q
⇤(x,�t): Choosing r(x, t) = ±q̂

⇤ with ↵ = i�̂,

� = i�, �̂, � 2 R we obtain

iqt =�i�̂
⇥
qxx ⌥ 2q̂⇤q2

⇤
+ �[qxxx ⌥ 6qq̂⇤qx] , (2.16)

±iq̂
⇤
t = i�̂

⇥
±q̂

⇤
xx � 2q(q̂⇤)2

⇤
+ �(±q̂

⇤
xxx � 6q̂⇤qq̂⇤x) . (2.17)

Understanding here that the time-reversal map included a conjugation, such that T : q̂⇤ !
q, we observe that (2.16) is the time-reversed of equations (2.17), i.e. T (2.17)⇤± = ±(2.16)±.

A PT -symmetric pair, r(x, t) = ±q
⇤(�x,�t): For the choice r(x, t) = ±q̌

⇤ with

↵ = i�̌, �̌,� 2 R the equations (2.9) and (2.10) become

qt =��̌
⇥
qxx ⌥ 2q̌⇤q2

⇤
� �[qxxx ⌥ 6qq̌⇤qx] , (2.18)

±q̌
⇤
t = �̌

⇥
±q̌

⇤
xx � 2q(q̌⇤)2

⇤
� �(±q̌

⇤
xxx � 6q̌⇤qq̌⇤x) . (2.19)

We observe that the overall constant i has cancelled out and the two equations are trans-

formed into each other by means of a PT -symmetry transformation PT (2.19)⇤± = ±(2.18)±.

A real parity transformed conjugate pair, r(x, t) = ±q(�x, t): We may also

choose r(x, t) to be real. For r(x, t) = ±q̃ 2 R with � = i�, ↵, � 2 R, the equations (2.9)

and (2.10) acquire the forms

iqt =�↵
⇥
qxx ⌥ 2q̃q2

⇤
+ �[qxxx ⌥ 6qq̃qx] , (2.20)

±iq̃t = ↵
⇥
±qxx � 2qq̃2

⇤
+ �(±q̃

⇤
xxx � 6q̃qq̃x) . (2.21)

As their complex variant (2.9) and (2.10) also (2.21) and (2.20) are related to each other by

conjugation and a parity transformation (2.15), i.e. P(2.21)⇤± = ⌥(2.20)±. These equations

are less interesting a q becomes static. This simply follows from the fact that the left hand

sides of (2.20) and (2.21) are complex values, whereas the right hand sides are real values.

A real time-reversed pair, r(x, t) = ±q(x,�t): For r(x, t) = ±q̂ 2 R with ↵ = i�̂,

� = i�, �̂, � 2 R we obtain from (2.9) and (2.10)

iqt =�i�̂
⇥
qxx ⌥ 2q̂q2

⇤
+ �[qxxx ⌥ 6qq̂qx] , (2.22)

±iq̂t = i�̂
⇥
±q̂xx � 2qq̂2

⇤
+ �(±q̂xxx � 6q̂qq̂x) . (2.23)

Again we observe the same behaviour as in the complex variant, namely the two equations

(2.22) and (2.23) become their time-reversed counterparts, i.e. T (2.23)⇤± = ±(2.22)±.

However, as a consequence of q being real these equations simply become the time-reverse

NLSE with the additional constraint qxxx = ±6qq̂qx.
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Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

iqt + ↵qxx � 2↵q2r = 0, (2.11)

irt � ↵rxx + 2↵qr2 = 0 (2.12)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.13)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.11) and (2.12), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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Integrable nonlocal Hirota equations

The Hirota equation, a conjugate pair, r(x, t) = q
⇤(x, t):

The standard choice to achieve compatibility between (2.11) and (2.12) is to take r(x, t) =

q
⇤(x, t) with  = 1. Here we allow  2 R, such that the equations acquire the forms

iqt =�↵

⇣
qxx � 2 |q|2 q

⌘
� i�

⇣
qxxx � 6 |q|2 qx

⌘
, (2.14)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
+ i�

⇣
q
⇤
xxx � 6 |q|2 q⇤x

⌘
. (2.15)

iqt + ↵

⇣
qxx � 2 |q|2 q

⌘
= 0 (2.16)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
(2.17)

Equation (2.16) is the known Hirota equation [12]. Taking in (2.16)  = 1, ↵ ! 1/2

and � ! " we obtain the HNLSE (1.1) when setting ↵ ! 1, � ! 6, � ! 0 in there.

For ↵,�, 2 R equation (2.17) is its complex conjugate, respectively, i.e. (2.17)⇤ =(2.16).

When � ! 0 equation (2.16) reduces to the NLSE with conjugate (2.17) and for ↵ ! 0

equation (2.16) reduces to the complex modified Korteweg de-Vries with conjugate (2.17).

The aforementioned PT -symmetry is preserved in these equations.

A parity transformed conjugate pair, r(x, t) = q
⇤(�x, t):

Taking now r(x, t) = q̃
⇤ with  2 R together with � = i�, ↵, � 2 R, the equations (2.11)

and (2.12) become

iqt =�↵
⇥
qxx � 2q̃⇤q2

⇤
+ �[qxxx � 6qq̃⇤qx] , (2.18)

�iq̃⇤t = �↵
⇥
q̃
⇤
xx � 2q(q̃⇤)2

⇤
� �(q̃⇤xxx � 6q̃⇤qq̃⇤x) . (2.19)

We observe that equation (2.18) is the parity transformed conjugate of equation (2.19), i.e.

P(2.18)⇤ =(2.19). We also notice that a consequence of the introduction of the nonlocality

is that the aforementioned PT -symmetry has been broken.

A time-reversed pair, r(x, t) = q
⇤(x,�t):

Choosing r(x, t) = q̂
⇤ with  2 R and ↵ = i�̂, � = i�, �̂, � 2 R we obtain from equations

(2.11) and (2.12) the pair

iqt =�i�̂
⇥
qxx � 2q̂⇤q2

⇤
+ �[qxxx � 6qq̂⇤qx] , (2.20)

iq̂
⇤
t = i�̂

⇥
q̂
⇤
xx � 2q(q̂⇤)2

⇤
+ �(q̂⇤xxx � 6q̂⇤qq̂⇤x) . (2.21)

Recalling here that the time-reversal map includes a conjugation, such that T : q ! q̂
⇤
, i !

�i, we observe that (2.20) is the time-reversed of equations (2.21), i.e. T (2.21)=(2.20).

The PT -symmetry is also broken in this case.

A PT -symmetric pair, r(x, t) = q
⇤(�x,�t):

For the choice r(x, t) = q̌
⇤ with  2 R and ↵ = i�̌, �̌,� 2 R the equations (2.11) and (2.12)

become

qt =��̌
⇥
qxx � 2q̌⇤q2

⇤
� �[qxxx � 6qq̌⇤qx] , (2.22)

�q̌
⇤
t = �̌�

⇥
q̌
⇤
xx � 2q(q̌⇤)2

⇤
+ �(q̌⇤xxx � 6q̌⇤qq̌⇤x) . (2.23)
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⇤(x, t) with  = 1. Here we allow  2 R, such that the equations acquire the forms

iqt =�↵

⇣
qxx � 2 |q|2 q

⌘
� i�

⇣
qxxx � 6 |q|2 qx

⌘
, (2.14)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
+ i�

⇣
q
⇤
xxx � 6 |q|2 q⇤x

⌘
. (2.15)

iqt + ↵

⇣
qxx � 2 |q|2 q

⌘
= 0 (2.16)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
(2.17)
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Recalling here that the time-reversal map includes a conjugation, such that T : q ! q̂
⇤
, i !

�i, we observe that (2.20) is the time-reversed of equations (2.21), i.e. T (2.21)=(2.20).

The PT -symmetry is also broken in this case.

A PT -symmetric pair, r(x, t) = q
⇤(�x,�t):

For the choice r(x, t) = q̌
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become

qt =��̌
⇥
qxx � 2q̌⇤q2

⇤
� �[qxxx � 6qq̌⇤qx] , (2.22)

�q̌
⇤
t = �̌�

⇥
q̌
⇤
xx � 2q(q̌⇤)2

⇤
+ �(q̌⇤xxx � 6q̌⇤qq̌⇤x) . (2.23)
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A parity transformed conjugate pair, r(x, t) = ±q
⇤(�x, t): Taking now r(x, t) =

±q̃
⇤ with � = i�, ↵, � 2 R, the equations (2.9) and (2.10) acquire the forms

iqt =�↵
⇥
qxx ⌥ 2q̃⇤q2

⇤
+ �[qxxx ⌥ 6qq̃⇤qx] , (2.14)

±iq̃
⇤
t = ↵

⇥
±q

⇤
xx � 2q(q̃⇤)2

⇤
+ �(±q̃

⇤
xxx � 6q̃⇤qq̃⇤x) . (2.15)

We observe that (2.14) is the parity transformed conjugate of equations (2.15), i.e. P(2.13)⇤± =

⌥(2.12)±. We also notice that a consequence of the introduction of the nonlocality is that

the aforementioned PT -symmetry has been broken.

A time-reversed pair, r(x, t) = ±q
⇤(x,�t): Choosing r(x, t) = ±q̂

⇤ with ↵ = i�̂,

� = i�, �̂, � 2 R we obtain

iqt =�i�̂
⇥
qxx ⌥ 2q̂⇤q2

⇤
+ �[qxxx ⌥ 6qq̂⇤qx] , (2.16)

±iq̂
⇤
t = i�̂

⇥
±q̂

⇤
xx � 2q(q̂⇤)2

⇤
+ �(±q̂

⇤
xxx � 6q̂⇤qq̂⇤x) . (2.17)

Understanding here that the time-reversal map included a conjugation, such that T : q̂⇤ !
q, we observe that (2.16) is the time-reversed of equations (2.17), i.e. T (2.17)⇤± = ±(2.16)±.

A PT -symmetric pair, r(x, t) = ±q
⇤(�x,�t): For the choice r(x, t) = ±q̌

⇤ with

↵ = i�̌, �̌,� 2 R the equations (2.9) and (2.10) become

qt =��̌
⇥
qxx ⌥ 2q̌⇤q2

⇤
� �[qxxx ⌥ 6qq̌⇤qx] , (2.18)

±q̌
⇤
t = �̌

⇥
±q̌

⇤
xx � 2q(q̌⇤)2

⇤
� �(±q̌

⇤
xxx � 6q̌⇤qq̌⇤x) . (2.19)

We observe that the overall constant i has cancelled out and the two equations are trans-

formed into each other by means of a PT -symmetry transformation PT (2.19)⇤± = ±(2.18)±.

A real parity transformed conjugate pair, r(x, t) = ±q(�x, t): We may also

choose r(x, t) to be real. For r(x, t) = ±q̃ 2 R with � = i�, ↵, � 2 R, the equations (2.9)

and (2.10) acquire the forms

iqt =�↵
⇥
qxx ⌥ 2q̃q2

⇤
+ �[qxxx ⌥ 6qq̃qx] , (2.20)

±iq̃t = ↵
⇥
±qxx � 2qq̃2

⇤
+ �(±q̃

⇤
xxx � 6q̃qq̃x) . (2.21)

As their complex variant (2.9) and (2.10) also (2.21) and (2.20) are related to each other by

conjugation and a parity transformation (2.15), i.e. P(2.21)⇤± = ⌥(2.20)±. These equations

are less interesting a q becomes static. This simply follows from the fact that the left hand

sides of (2.20) and (2.21) are complex values, whereas the right hand sides are real values.

A real time-reversed pair, r(x, t) = ±q(x,�t): For r(x, t) = ±q̂ 2 R with ↵ = i�̂,

� = i�, �̂, � 2 R we obtain from (2.9) and (2.10)

iqt =�i�̂
⇥
qxx ⌥ 2q̂q2

⇤
+ �[qxxx ⌥ 6qq̂qx] , (2.22)

±iq̂t = i�̂
⇥
±q̂xx � 2qq̂2

⇤
+ �(±q̂xxx � 6q̂qq̂x) . (2.23)

Again we observe the same behaviour as in the complex variant, namely the two equations

(2.22) and (2.23) become their time-reversed counterparts, i.e. T (2.23)⇤± = ±(2.22)±.

However, as a consequence of q being real these equations simply become the time-reverse

NLSE with the additional constraint qxxx = ±6qq̂qx.
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are less interesting a q becomes static. This simply follows from the fact that the left hand
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The nonlocal nonlinear Schrödinger equation



Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

iqt + ↵qxx � 2↵q2r = 0, (2.11)

irt � ↵rxx + 2↵qr2 = 0 (2.12)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.13)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.11) and (2.12), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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Integrable nonlocal Hirota equations

The Hirota equation, a conjugate pair, r(x, t) = q
⇤(x, t):

The standard choice to achieve compatibility between (2.11) and (2.12) is to take r(x, t) =

q
⇤(x, t) with  = 1. Here we allow  2 R, such that the equations acquire the forms

iqt =�↵

⇣
qxx � 2 |q|2 q

⌘
� i�

⇣
qxxx � 6 |q|2 qx

⌘
, (2.14)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
+ i�

⇣
q
⇤
xxx � 6 |q|2 q⇤x

⌘
. (2.15)

iqt + ↵

⇣
qxx � 2 |q|2 q

⌘
= 0 (2.16)

�iq
⇤
t = �↵

⇣
q
⇤
xx � 2 |q|2 q⇤

⌘
(2.17)

Equation (2.16) is the known Hirota equation [12]. Taking in (2.16)  = 1, ↵ ! 1/2

and � ! " we obtain the HNLSE (1.1) when setting ↵ ! 1, � ! 6, � ! 0 in there.

For ↵,�, 2 R equation (2.17) is its complex conjugate, respectively, i.e. (2.17)⇤ =(2.16).

When � ! 0 equation (2.16) reduces to the NLSE with conjugate (2.17) and for ↵ ! 0

equation (2.16) reduces to the complex modified Korteweg de-Vries with conjugate (2.17).

The aforementioned PT -symmetry is preserved in these equations.

A parity transformed conjugate pair, r(x, t) = q
⇤(�x, t):

Taking now r(x, t) = q̃
⇤ with  2 R together with � = i�, ↵, � 2 R, the equations (2.11)

and (2.12) become

iqt =�↵
⇥
qxx � 2q̃⇤q2

⇤
+ �[qxxx � 6qq̃⇤qx] , (2.18)

�iq̃⇤t = �↵
⇥
q̃
⇤
xx � 2q(q̃⇤)2

⇤
� �(q̃⇤xxx � 6q̃⇤qq̃⇤x) . (2.19)

We observe that equation (2.18) is the parity transformed conjugate of equation (2.19), i.e.

P(2.18)⇤ =(2.19). We also notice that a consequence of the introduction of the nonlocality

is that the aforementioned PT -symmetry has been broken.

A time-reversed pair, r(x, t) = q
⇤(x,�t):

Choosing r(x, t) = q̂
⇤ with  2 R and ↵ = i�̂, � = i�, �̂, � 2 R we obtain from equations

(2.11) and (2.12) the pair

iqt =�i�̂
⇥
qxx � 2q̂⇤q2

⇤
+ �[qxxx � 6qq̂⇤qx] , (2.20)

iq̂
⇤
t = i�̂

⇥
q̂
⇤
xx � 2q(q̂⇤)2

⇤
+ �(q̂⇤xxx � 6q̂⇤qq̂⇤x) . (2.21)

Recalling here that the time-reversal map includes a conjugation, such that T : q ! q̂
⇤
, i !

�i, we observe that (2.20) is the time-reversed of equations (2.21), i.e. T (2.21)=(2.20).

The PT -symmetry is also broken in this case.

A PT -symmetric pair, r(x, t) = q
⇤(�x,�t):

For the choice r(x, t) = q̌
⇤ with  2 R and ↵ = i�̌, �̌,� 2 R the equations (2.11) and (2.12)

become

qt =��̌
⇥
qxx � 2q̌⇤q2

⇤
� �[qxxx � 6qq̌⇤qx] , (2.22)

�q̌
⇤
t = �̌�

⇥
q̌
⇤
xx � 2q(q̌⇤)2

⇤
+ �(q̌⇤xxx � 6q̌⇤qq̌⇤x) . (2.23)
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Equation (2.16) is the known Hirota equation [12]. Taking in (2.16)  = 1, ↵ ! 1/2

and � ! " we obtain the HNLSE (1.1) when setting ↵ ! 1, � ! 6, � ! 0 in there.
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equation (2.16) reduces to the complex modified Korteweg de-Vries with conjugate (2.17).
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We observe that equation (2.18) is the parity transformed conjugate of equation (2.19), i.e.

P(2.18)⇤ =(2.19). We also notice that a consequence of the introduction of the nonlocality
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A time-reversed pair, r(x, t) = q
⇤(x,�t):
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Recalling here that the time-reversal map includes a conjugation, such that T : q ! q̂
⇤
, i !

�i, we observe that (2.20) is the time-reversed of equations (2.21), i.e. T (2.21)=(2.20).
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+ �(q̌⇤xxx � 6q̌⇤qq̌⇤x) . (2.23)
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A parity transformed conjugate pair, r(x, t) = ±q
⇤(�x, t): Taking now r(x, t) =

±q̃
⇤ with � = i�, ↵, � 2 R, the equations (2.9) and (2.10) acquire the forms
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⇤
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+ �(±q̃

⇤
xxx � 6q̃⇤qq̃⇤x) . (2.15)

We observe that (2.14) is the parity transformed conjugate of equations (2.15), i.e. P(2.13)⇤± =

⌥(2.12)±. We also notice that a consequence of the introduction of the nonlocality is that
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⇤
+ �(±q̂

⇤
xxx � 6q̂⇤qq̂⇤x) . (2.17)

Understanding here that the time-reversal map included a conjugation, such that T : q̂⇤ !
q, we observe that (2.16) is the time-reversed of equations (2.17), i.e. T (2.17)⇤± = ±(2.16)±.

A PT -symmetric pair, r(x, t) = ±q
⇤(�x,�t): For the choice r(x, t) = ±q̌
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xxx � 6q̌⇤qq̌⇤x) . (2.19)

We observe that the overall constant i has cancelled out and the two equations are trans-

formed into each other by means of a PT -symmetry transformation PT (2.19)⇤± = ±(2.18)±.

A real parity transformed conjugate pair, r(x, t) = ±q(�x, t): We may also

choose r(x, t) to be real. For r(x, t) = ±q̃ 2 R with � = i�, ↵, � 2 R, the equations (2.9)

and (2.10) acquire the forms

iqt =�↵
⇥
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+ �[qxxx ⌥ 6qq̃qx] , (2.20)
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+ �(±q̃

⇤
xxx � 6q̃qq̃x) . (2.21)

As their complex variant (2.9) and (2.10) also (2.21) and (2.20) are related to each other by

conjugation and a parity transformation (2.15), i.e. P(2.21)⇤± = ⌥(2.20)±. These equations

are less interesting a q becomes static. This simply follows from the fact that the left hand

sides of (2.20) and (2.21) are complex values, whereas the right hand sides are real values.

A real time-reversed pair, r(x, t) = ±q(x,�t): For r(x, t) = ±q̂ 2 R with ↵ = i�̂,

� = i�, �̂, � 2 R we obtain from (2.9) and (2.10)

iqt =�i�̂
⇥
qxx ⌥ 2q̂q2

⇤
+ �[qxxx ⌥ 6qq̂qx] , (2.22)

±iq̂t = i�̂
⇥
±q̂xx � 2qq̂2

⇤
+ �(±q̂xxx � 6q̂qq̂x) . (2.23)

Again we observe the same behaviour as in the complex variant, namely the two equations

(2.22) and (2.23) become their time-reversed counterparts, i.e. T (2.23)⇤± = ±(2.22)±.

However, as a consequence of q being real these equations simply become the time-reverse

NLSE with the additional constraint qxxx = ±6qq̂qx.
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Stability of complex soliton solutions in the Bullough-Dodd model

The crucial feature for our purposes is here the observation from (2.15) that when one

of the eigenvalue problems (2.10) or (2.12) has been solved, one may directly deduce the

solutions for the other. It is in this sense that we will apply this scheme as the potentials

V1 we construct from the zero modes are not obvious to solve, whereas the solutions for

the supersymmetric partner potentials V2 can be found in the literature.

3. The Bullough-Dodd model

As an example, we are interested here in the stability properties of the complex soliton

solutions of the Bullough-Dodd model [15, 16], that is a one scalar field integrable field

theory already quite well studied in its classical [27] and quantum [28] aspects. It is

described by the Lagrangian density of the form

LBD =
1

2
@µ'@

µ
'� e

'
�

1

2
e
�2' +

3

2
with ' 2 C. (3.1)

The resulting classical nonlinear equation of motion

'̈� '
00 + e

'
� e

�2' = 0, (3.2)

can be solved by standard techniques from classical theory of integrable systems. Here we

exploit the fact that the equation may be solved using Hirota’s direct method [29] when

parameterizing the fields as ' = ln(⌧0/⌧1) with ⌧ i denoting the so-called ⌧ -functions. To

identify various one-soliton solutions we can therefore make the general Ansatz

'(x, t) = ln

✓
↵0 + ↵1e

kx+lt + ↵2e
2kx+2lt

�0 + �1e
kx+lt + �2e

2kx+2lt

◆
, (3.3)

with unknown constants ↵i,�i, i = 0, 1, 2, and k, l. Substituting this Ansatz into equation

(3.2) and subsequently reading o↵ the coe�cients of ejkx+jlt for j = 0, . . . , 8 leads to 9

equations, that we do not report here, which may solved for the unknown constants in

(3.3). In this manner we find various types of solutions.

3.1 Complex one-soliton solutions of type I

The first type of solutions we obtain are one-soliton solutions of the form

'
±
I (x, t) = ln

2

4
cosh

⇣
� +

p
k2 � 3t+ kx

⌘
± 2

cosh
⇣
� +

p
k2 � 3t+ kx

⌘
⌥ 1

3

5 , � 2 C. (3.4)

When � is real and |k| >
p
3 the solution '

+
I is real but becomes singular for x0 =

�[� +
p
k2 � 3t]/k, whereas '

�
I is only real for x < xl = �[� + arccosh(2) +

p
k2 � 3t]/k

and x > xr = [�� + arccosh(2) �
p
k2 � 3t]/k as the argument of the logarithm becomes

negative in the complementary regime. Samples of these types of solutions in the di↵erent

regimes are depicted in figure 1. In the case |k| <
p
3 both solutions '

±
I are always

complex, see figure 3. The type I solutions found here formally coincide with the solutions

constructed in [30].
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where W (x) is referred to as the superpotential related to the potential in (2.11) as V1 =

W
2
�W

0. Defining next a new Hamiltonian H2 with the product of the operators L± in

reverse order, we have

H2�
(2)
m =

✓
�

d
2

dx2
+ V2

◆
�(2)
m = L�L+�

(2)
m = E

(2)
m �(2)

m , (2.13)

with a second potential V2 = W
2 +W

0. Considering now

H2

⇣
L��

(1)
n

⌘
= L�L+L��

(1)
n = E

(1)
n

⇣
L��

(1)
n

⌘
, (2.14)

H1

⇣
L+�

(2)
m

⌘
= L+L�L+�

(2)
m = E

(2)
m

⇣
L+�

(2)
m

⌘
, (2.15)

and comparing these equations with (2.11), (2.13) we conclude

�(1)
n+1 = N

(1)
n+1L+�

(2)
n , �(2)

n = N
(2)
n L��

(1)
n , E

(2)
n = E

(1)
n+1, E

(1)
0 = 0, n 2 N0. (2.16)

Thus apart from E
(1)
0 the two Hamiltonians H1 and H2 are isospectral, hence the referral as

supersymmetric. When L
†
� = L+ the normalisation constants are simply N

(1)
n+1 = 1/

q
E

(2)
n ,

N
(2)
n = 1/

q
E

(1)
n+1, but we will not assume this as we allow here for complex superpotentials

W . The scheme is directly extended to scattering solutions with continuous eigenvalues

spectra.

The crucial feature for our purposes is here the observation from (2.16) that when one

of the eigenvalue problems (2.11) or (2.13) has been solved, one may directly deduce the

solutions for the other. It is in this sense that we will apply this scheme as the potentials

V1 we construct from the zero modes are not obvious to solve, whereas the solutions for

the supersymmetric partner potentials V2 can be found in the literature.

3. The Bullough-Dodd model

As an example, we are interested here in the stability properties of the complex soliton

solutions of the Bullough-Dodd model [15, 16], that is a one scalar field integrable field

theory already quite well studied in its classical [27] and quantum [28] aspects. It is

described by the Lagrangian density of the form

LBD =
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with ' 2 C. (3.1)

The resulting classical nonlinear equation of motion
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can be solved by standard techniques from classical theory of integrable systems. Here we

exploit the fact that the equation may be solved using Hirota’s direct method [29] when

parameterizing the fields as ' = ln(⌧0/⌧1) with ⌧ i denoting the so-called ⌧ -functions. To

identify various one-soliton solutions we can therefore make the general Ansatz

'(x, t) = ln
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where W (x) is referred to as the superpotential related to the potential in (2.11) as V1 =

W
2
�W

0. Defining next a new Hamiltonian H2 with the product of the operators L± in

reverse order, we have
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m =
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dx2
+ V2
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m = E
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with a second potential V2 = W
2 +W

0. Considering now
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and comparing these equations with (2.11), (2.13) we conclude

�(1)
n+1 = N

(1)
n+1L+�

(2)
n , �(2)

n = N
(2)
n L��

(1)
n , E

(2)
n = E

(1)
n+1, E

(1)
0 = 0, n 2 N0. (2.16)

Thus apart from E
(1)
0 the two Hamiltonians H1 and H2 are isospectral, hence the referral as

supersymmetric. When L
†
� = L+ the normalisation constants are simply N

(1)
n+1 = 1/

q
E

(2)
n ,

N
(2)
n = 1/

q
E

(1)
n+1, but we will not assume this as we allow here for complex superpotentials

W . The scheme is directly extended to scattering solutions with continuous eigenvalues

spectra.

The crucial feature for our purposes is here the observation from (2.16) that when one

of the eigenvalue problems (2.11) or (2.13) has been solved, one may directly deduce the

solutions for the other. It is in this sense that we will apply this scheme as the potentials

V1 we construct from the zero modes are not obvious to solve, whereas the solutions for

the supersymmetric partner potentials V2 can be found in the literature.

3. The Bullough-Dodd model

As an example, we are interested here in the stability properties of the complex soliton

solutions of the Bullough-Dodd model [15, 16], that is a one scalar field integrable field

theory already quite well studied in its classical [27] and quantum [28] aspects. It is

described by the Lagrangian density of the form

LBD =
1

2
@µ'@

µ
'� e

'
�

1

2
e
�2' +

3

2
with ' 2 C. (3.1)

The resulting classical nonlinear equation of motion

'̈� '
00 + e

'
� e

�2' = 0, (3.2)

can be solved by standard techniques from classical theory of integrable systems. Here we

exploit the fact that the equation may be solved using Hirota’s direct method [29] when

parameterizing the fields as ' = ln(⌧0/⌧1) with ⌧ i denoting the so-called ⌧ -functions. To

identify various one-soliton solutions we can therefore make the general Ansatz

'(x, t) = ln

✓
↵0 + ↵1e

kx+lt + ↵2e
2kx+2lt

�0 + �1e
kx+lt + �2e

2kx+2lt

◆
, (3.3)
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with unknown constants ↵i,�i, i = 0, 1, 2, and k, l. Substituting this Ansatz into equation

(3.2) and subsequently reading o↵ the coe�cients of ejkx+jlt for j = 0, . . . , 8 leads to 9

equations, that we do not report here, which may solved for the unknown constants in

(3.3). In this manner we find various types of solutions.

3.1 Complex one-soliton solutions of type I

The first type of solutions we obtain are one-soliton solutions of the form

'
±
I (x, t) = ln

2

4
cosh

⇣
� +

p
k2 � 3t+ kx

⌘
± 2

cosh
⇣
� +

p
k2 � 3t+ kx

⌘
⌥ 1

3

5 , � 2 C. (3.4)

When � is real and |k| >
p
3 the solution '

+
I is real but becomes singular for x0 =

�[� +
p
k2 � 3t]/k, whereas '

�
I is only real for x < xl = �[� + arccosh(2) +

p
k2 � 3t]/k

and x > xr = [�� + arccosh(2) �
p
k2 � 3t]/k as the argument of the logarithm becomes

negative in the complementary regime. Samples of these types of solutions in the di↵erent

regimes are depicted in figure 1. In the case |k| <
p
3 both solutions '

±
I are always

complex, see figure 3. The type I solutions found here formally coincide with the solutions

constructed in [30].
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Despite the fact that these solutions are complex, their energies are real governed by

an antilinear (PT -symmetry), and for N-soliton solutions together with the fact that these

theories are integrable [7, 13]. The PT -symmetry is easily identified as

PT : x ! �x, t ! �t, i ! �i, ' ! '. (3.5)

The Bullough-Dodd Lagrangian (3.1) is trivially invariant under this symmetry and the

solutions '±
I (x, t) evidently respect it for purely imaginary constants �, i.e. PT : '±

I ! '
±
I .

Thus to take � 2 iR seems to be very suggestive as this choice not only converts the

solutions into PT -symmetric ones, but also regularises the singularities of the solutions at

the cost of a discontinuity resulting from the branch cut of the logarithm as depicted in

figures 1 and 2. The behaviour of these complex shifted solutions is identical to those for

the |k| <
p
3 and � 2 R already depicted in figure 3, when we identify in these solutions

� !
p
k2 � 3t and

p
k2 � 3t ! i� for fixed time.

Indeed the energies for the solutions (3.4), evaluated according to (2.3), are always real

E['±
I ] = �6|k|, (3.6)

and independent of the complex parameter �.

3.1.1 Zero modes for type I complex one-soliton solutions

The Sturm-Liouville eigenvalue problem (2.7) of the stability analysis for the Bullough-

Dodd model reads

��xx + V (x)� = �
2� with V (x) =

⇣
e
�(x) + 2e�2�(x)

⌘
. (3.7)
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W . The scheme is directly extended to scattering solutions with continuous eigenvalues
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The crucial feature for our purposes is here the observation from (2.16) that when one

of the eigenvalue problems (2.11) or (2.13) has been solved, one may directly deduce the

solutions for the other. It is in this sense that we will apply this scheme as the potentials

V1 we construct from the zero modes are not obvious to solve, whereas the solutions for

the supersymmetric partner potentials V2 can be found in the literature.
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with unknown constants ↵i,�i, i = 0, 1, 2, and k, l. Substituting this Ansatz into equation

(3.2) and subsequently reading o↵ the coe�cients of ejkx+jlt for j = 0, . . . , 8 leads to 9

equations, that we do not report here, which may solved for the unknown constants in

(3.3). In this manner we find various types of solutions.

3.1 Complex one-soliton solutions of type I

The first type of solutions we obtain are one-soliton solutions of the form

'
±
I (x, t) = ln
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� +
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When � is real and |k| >
p
3 the solution '

+
I is real but becomes singular for x0 =

�[� +
p
k2 � 3t]/k, whereas '

�
I is only real for x < xl = �[� + arccosh(2) +

p
k2 � 3t]/k

and x > xr = [�� + arccosh(2) �
p
k2 � 3t]/k as the argument of the logarithm becomes

negative in the complementary regime. Samples of these types of solutions in the di↵erent

regimes are depicted in figure 1. In the case |k| <
p
3 both solutions '

±
I are always

complex, see figure 3. The type I solutions found here formally coincide with the solutions

constructed in [30].

– 5 –

Stability of complex soliton solutions in the Bullough-Dodd model

with unknown constants ↵i,�i, i = 0, 1, 2, and k, l. Substituting this Ansatz into equation

(3.2) and subsequently reading o↵ the coe�cients of ejkx+jlt for j = 0, . . . , 8 leads to 9

equations, that we do not report here, which may solved for the unknown constants in

(3.3). In this manner we find various types of solutions.

3.1 Complex one-soliton solutions of type I

The first type of solutions we obtain are one-soliton solutions of the form

'
±
I (x, t) = ln

2

4
cosh

⇣
� +

p
k2 � 3t+ kx

⌘
± 2

cosh
⇣
� +

p
k2 � 3t+ kx

⌘
⌥ 1

3

5 , � 2 C. (3.4)

When � is real and |k| >
p
3 the solution '

+
I is real but becomes singular for x0 =

�[� +
p
k2 � 3t]/k, whereas '

�
I is only real for x < xl = �[� + arccosh(2) +

p
k2 � 3t]/k

and x > xr = [�� + arccosh(2) �
p
k2 � 3t]/k as the argument of the logarithm becomes

negative in the complementary regime. Samples of these types of solutions in the di↵erent

regimes are depicted in figure 1. In the case |k| <
p
3 both solutions '

±
I are always

complex, see figure 3. The type I solutions found here formally coincide with the solutions

constructed in [30].
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The Bullough-Dodd Lagrangian (3.1) is trivially invariant under this symmetry and the
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I (x, t) evidently respect it for purely imaginary constants �, i.e. PT : '±
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Thus to take � 2 iR seems to be very suggestive as this choice not only converts the

solutions into PT -symmetric ones, but also regularises the singularities of the solutions at

the cost of a discontinuity resulting from the branch cut of the logarithm as depicted in
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3 and � 2 R already depicted in figure 3, when we identify in these solutions

� !
p
k2 � 3t and

p
k2 � 3t ! i� for fixed time.

Indeed the energies for the solutions (3.4), evaluated according to (2.3), are always real
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and independent of the complex parameter �.
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The Sturm-Liouville eigenvalue problem (2.7) of the stability analysis for the Bullough-
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Figure 1: Scattering solutions (3.4) of the Bullough-Dodd classical equation of motion (3.2) for
|k| >

p
3. Panel (a): Travelling real one-cusp solution '+

I for k = 2 with � = 3 and panel (b) PT

regularized travelling complex solution '+
I for k = 2 with � = i3/5. Solid lines correspond to real

and dotted lines to imaginary parts.

Figure 2: Scattering solutions (3.4) of the Bullough-Dodd classical equation of motion (3.2) for
|k| >

p
3. Panel (a): Complex solution '

�
I for k = 2 with � = 3 and panel (b) PT regularized

complex solution '
�
I for k = 2 with � = i3/5. Solid lines correspond to real and dotted lines to

imaginary parts.

The static solution for the cusp and oscillatory solutions '±
I (x, t) acquire the form

�
±
I (x) = ln

"
cosh

�
� +

p
3x
�
± 2

cosh
�
� +

p
3x
�
⌥ 1

#
, (3.8)

which when substituted into (3.7) yield the potentials

V
+
1 (x) = 1�

3

1� cosh
�
� +

p
3x
� +

8 sinh4
⇥
1
2

�
� +

p
3x
�⇤

⇥
2 + cosh

�
� +

p
3x
�⇤2 , (3.9)

V
�
1 (x) = 1�

3

1 + cosh
�
� +

p
3x
� +

8 cosh4
⇥
1
2

�
� +

p
3x
�⇤

⇥
2� cosh

�
� +

p
3x
�⇤2 . (3.10)

We think now of the larger class of functions depending on the continuous parameter a as

 
±(x, a) = �

±(x+ a/
p
3). By means of (2.10) the zero mode is then easily computed to

�±
0 (x) = �

3
�
tanh

⇥
1
2

�
� +

p
3x
�⇤ ⌥1

2± cosh
�
� +

p
3x
� . (3.11)
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The static solution for the cusp and oscillatory solutions '±
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We think now of the larger class of functions depending on the continuous parameter a as
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with unknown constants ↵i,�i, i = 0, 1, 2, and k, l. Substituting this Ansatz into equation

(3.2) and subsequently reading o↵ the coe�cients of ejkx+jlt for j = 0, . . . , 8 leads to 9

equations, that we do not report here, which may solved for the unknown constants in

(3.3). In this manner we find various types of solutions.

3.1 Complex one-soliton solutions of type I

The first type of solutions we obtain are one-soliton solutions of the form

'
±
I (x, t) = ln

2

4
cosh

⇣
� +

p
k2 � 3t+ kx

⌘
± 2

cosh
⇣
� +

p
k2 � 3t+ kx

⌘
⌥ 1

3

5 , � 2 C. (3.4)

When � is real and |k| >
p
3 the solution '

+
I is real but becomes singular for x0 =

�[� +
p
k2 � 3t]/k, whereas '

�
I is only real for x < xl = �[� + arccosh(2) +

p
k2 � 3t]/k

and x > xr = [�� + arccosh(2) �
p
k2 � 3t]/k as the argument of the logarithm becomes

negative in the complementary regime. Samples of these types of solutions in the di↵erent

regimes are depicted in figure 1. In the case |k| <
p
3 both solutions '

±
I are always

complex, see figure 3. The type I solutions found here formally coincide with the solutions

constructed in [30].

Despite the fact that these solutions are complex, their energies are real governed by

an antilinear (PT -symmetry), and for N-soliton solutions together with the fact that these

theories are integrable [7, 13]. The PT -symmetry is easily identified as

PT : x ! �x, t ! �t, i ! �i, ' ! '. (3.5)

The Bullough-Dodd Lagrangian (3.1) is trivially invariant under this symmetry and the

solutions '±
I (x, t) evidently respect it for purely imaginary constants �, i.e. PT : '±

I ! '
±
I .

Thus to take � 2 iR seems to be very suggestive as this choice not only converts the

solutions into PT -symmetric ones, but also regularises the singularities of the solutions at

the cost of a discontinuity resulting from the branch cut of the logarithm as depicted in

figures 1 and 2. The behaviour of these complex shifted solutions is identical to those for

the |k| <
p
3 and � 2 R already depicted in figure 3, when we identify in these solutions

� !
p
k2 � 3t and

p
k2 � 3t ! i� for fixed time.

Indeed the energies for the solutions (3.4), evaluated according to (2.3), are always real

E['±
I ] = �6|k|, (3.6)

and independent of the complex parameter �.

3.1.1 Zero modes for type I complex one-soliton solutions

The Sturm-Liouville eigenvalue problem (2.7) of the stability analysis for the Bullough-

Dodd model reads

��xx + V (x)� = �
2� with V (x) =

⇣
e
�(x) + 2e�2�(x)

⌘
. (3.7)
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The crucial feature for our purposes is here the observation from (2.15) that when one

of the eigenvalue problems (2.10) or (2.12) has been solved, one may directly deduce the

solutions for the other. It is in this sense that we will apply this scheme as the potentials

V1 we construct from the zero modes are not obvious to solve, whereas the solutions for

the supersymmetric partner potentials V2 can be found in the literature.

3. The Bullough-Dodd model

As an example, we are interested here in the stability properties of the complex soliton

solutions of the Bullough-Dodd model [15, 16], that is a one scalar field integrable field

theory already quite well studied in its classical [27] and quantum [28] aspects. It is

described by the Lagrangian density of the form

LBD =
1

2
@µ'@

µ
'� e

'
�

1

2
e
�2' +

3

2
with ' 2 C. (3.1)

The resulting classical nonlinear equation of motion

'̈� '
00 + e

'
� e

�2' = 0, (3.2)

can be solved by standard techniques from classical theory of integrable systems. Here we

exploit the fact that the equation may be solved using Hirota’s direct method [29] when

parameterizing the fields as ' = ln(⌧0/⌧1) with ⌧ i denoting the so-called ⌧ -functions. To

identify various one-soliton solutions we can therefore make the general Ansatz

'(x, t) = ln

✓
↵0 + ↵1e

kx+lt + ↵2e
2kx+2lt

�0 + �1e
kx+lt + �2e

2kx+2lt

◆
, (3.3)

with unknown constants ↵i,�i, i = 0, 1, 2, and k, l. Substituting this Ansatz into equation

(3.2) and subsequently reading o↵ the coe�cients of ejkx+jlt for j = 0, . . . , 8 leads to 9

equations, that we do not report here, which may solved for the unknown constants in

(3.3). In this manner we find various types of solutions.

3.1 Complex one-soliton solutions of type I

The first type of solutions we obtain are one-soliton solutions of the form
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I (x, t) = ln

2

4
cosh

⇣
� +

p
k2 � 3t+ kx
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� +

p
k2 � 3t+ kx
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When � is real and |k| >
p
3 the solution '

+
I is real but becomes singular for x0 =

�[� +
p
k2 � 3t]/k, whereas '

�
I is only real for x < xl = �[� + arccosh(2) +

p
k2 � 3t]/k

and x > xr = [�� + arccosh(2) �
p
k2 � 3t]/k as the argument of the logarithm becomes

negative in the complementary regime. Samples of these types of solutions in the di↵erent

regimes are depicted in figure 1. In the case |k| <
p
3 both solutions '

±
I are always

complex, see figure 3. The type I solutions found here formally coincide with the solutions

constructed in [30].

– 5 –

affine Toda field theories

Stability of complex soliton solutions in the Bullough-Dodd model

where W (x) is referred to as the superpotential related to the potential in (2.11) as V1 =

W
2
�W

0. Defining next a new Hamiltonian H2 with the product of the operators L± in

reverse order, we have
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✓
�

d
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dx2
+ V2

◆
�(2)
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(2)
m �(2)

m , (2.13)

with a second potential V2 = W
2 +W
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n

⌘
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⇣
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⇣
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⇣
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and comparing these equations with (2.11), (2.13) we conclude
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Thus apart from E
(1)
0 the two Hamiltonians H1 and H2 are isospectral, hence the referral as
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†
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N
(2)
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q
E

(1)
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spectra.

The crucial feature for our purposes is here the observation from (2.16) that when one

of the eigenvalue problems (2.11) or (2.13) has been solved, one may directly deduce the

solutions for the other. It is in this sense that we will apply this scheme as the potentials

V1 we construct from the zero modes are not obvious to solve, whereas the solutions for

the supersymmetric partner potentials V2 can be found in the literature.

3. The Bullough-Dodd model

As an example, we are interested here in the stability properties of the complex soliton

solutions of the Bullough-Dodd model [15, 16], that is a one scalar field integrable field

theory already quite well studied in its classical [27] and quantum [28] aspects. It is

described by the Lagrangian density of the form

LBD =
1

2
@µ'@

µ
'� e

'
�

1

2
e
�2' +

3

2
with ' 2 C. (3.1)

The resulting classical nonlinear equation of motion

'̈� '
00 + e

'
� e

�2' = 0, (3.2)

can be solved by standard techniques from classical theory of integrable systems. Here we

exploit the fact that the equation may be solved using Hirota’s direct method [29] when

parameterizing the fields as ' = ln(⌧0/⌧1) with ⌧ i denoting the so-called ⌧ -functions. To

identify various one-soliton solutions we can therefore make the general Ansatz

'(x, t) = ln

✓
↵0 + ↵1e

kx+lt + ↵2e
2kx+2lt

�0 + �1e
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V1 we construct from the zero modes are not obvious to solve, whereas the solutions for

the supersymmetric partner potentials V2 can be found in the literature.
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As an example, we are interested here in the stability properties of the complex soliton

solutions of the Bullough-Dodd model [15, 16], that is a one scalar field integrable field

theory already quite well studied in its classical [27] and quantum [28] aspects. It is

described by the Lagrangian density of the form
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The resulting classical nonlinear equation of motion
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00 + e
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�2' = 0, (3.2)

can be solved by standard techniques from classical theory of integrable systems. Here we

exploit the fact that the equation may be solved using Hirota’s direct method [29] when

parameterizing the fields as ' = ln(⌧0/⌧1) with ⌧ i denoting the so-called ⌧ -functions. To

identify various one-soliton solutions we can therefore make the general Ansatz
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�0 + �1e
kx+lt + �2e

2kx+2lt
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, (3.3)

with unknown constants ↵i,�i, i = 0, 1, 2, and k, l. Substituting this Ansatz into equation

(3.2) and subsequently reading o↵ the coe�cients of ejkx+jlt for j = 0, . . . , 8 leads to 9

equations, that we do not report here, which may solved for the unknown constants in

(3.3). In this manner we find various types of solutions.

3.1 Complex one-soliton solutions of type I

The first type of solutions we obtain are one-soliton solutions of the form

'
±
I (x, t) = ln

2

4
cosh

⇣
� +

p
k2 � 3t+ kx

⌘
± 2

cosh
⇣
� +

p
k2 � 3t+ kx

⌘
⌥ 1

3

5 , � 2 C. (3.4)

When � is real and |k| >
p
3 the solution '

+
I is real but becomes singular for x0 =

�[� +
p
k2 � 3t]/k, whereas '

�
I is only real for x < xl = �[� + arccosh(2) +

p
k2 � 3t]/k

and x > xr = [�� + arccosh(2) �
p
k2 � 3t]/k as the argument of the logarithm becomes

negative in the complementary regime. Samples of these types of solutions in the di↵erent

regimes are depicted in figure 1. In the case |k| <
p
3 both solutions '

±
I are always

complex, see figure 3. The type I solutions found here formally coincide with the solutions

constructed in [30].
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equations, that we do not report here, which may solved for the unknown constants in
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regimes are depicted in figure 1. In the case |k| <
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3 both solutions '
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I are always

complex, see figure 3. The type I solutions found here formally coincide with the solutions

constructed in [30].

Despite the fact that these solutions are complex, their energies are real governed by

an antilinear (PT -symmetry), and for N-soliton solutions together with the fact that these

theories are integrable [7, 13]. The PT -symmetry is easily identified as

PT : x ! �x, t ! �t, i ! �i, ' ! '. (3.5)

The Bullough-Dodd Lagrangian (3.1) is trivially invariant under this symmetry and the

solutions '±
I (x, t) evidently respect it for purely imaginary constants �, i.e. PT : '±

I ! '
±
I .

Thus to take � 2 iR seems to be very suggestive as this choice not only converts the

solutions into PT -symmetric ones, but also regularises the singularities of the solutions at

the cost of a discontinuity resulting from the branch cut of the logarithm as depicted in

figures 1 and 2. The behaviour of these complex shifted solutions is identical to those for

the |k| <
p
3 and � 2 R already depicted in figure 3, when we identify in these solutions

� !
p
k2 � 3t and

p
k2 � 3t ! i� for fixed time.

Indeed the energies for the solutions (3.4), evaluated according to (2.3), are always real

E['±
I ] = �6|k|, (3.6)

and independent of the complex parameter �.

3.1.1 Zero modes for type I complex one-soliton solutions

The Sturm-Liouville eigenvalue problem (2.7) of the stability analysis for the Bullough-

Dodd model reads

��xx + V (x)� = �
2� with V (x) =

⇣
e
�(x) + 2e�2�(x)
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Figure 1: Scattering solutions (3.4) of the Bullough-Dodd classical equation of motion (3.2) for
|k| >

p
3. Panel (a): Travelling real one-cusp solution '+

I for k = 2 with � = 3 and panel (b) PT

regularized travelling complex solution '+
I for k = 2 with � = i3/5. Solid lines correspond to real

and dotted lines to imaginary parts.

Figure 2: Scattering solutions (3.4) of the Bullough-Dodd classical equation of motion (3.2) for
|k| >

p
3. Panel (a): Complex solution '

�
I for k = 2 with � = 3 and panel (b) PT regularized

complex solution '
�
I for k = 2 with � = i3/5. Solid lines correspond to real and dotted lines to

imaginary parts.

The static solution for the cusp and oscillatory solutions '±
I (x, t) acquire the form

�
±
I (x) = ln

"
cosh

�
� +

p
3x
�
± 2

cosh
�
� +

p
3x
�
⌥ 1

#
, (3.8)

which when substituted into (3.7) yield the potentials

V
+
1 (x) = 1�
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� +
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� +

8 sinh4
⇥
1
2
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� +
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2 + cosh

�
� +

p
3x
�⇤2 , (3.9)
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�⇤2 . (3.10)

We think now of the larger class of functions depending on the continuous parameter a as

 
±(x, a) = �

±(x+ a/
p
3). By means of (2.10) the zero mode is then easily computed to
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0 (x) = �

3
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tanh

⇥
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� +
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�⇤ ⌥1
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� +
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� . (3.11)
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with unknown constants ↵i,�i, i = 0, 1, 2, and k, l. Substituting this Ansatz into equation

(3.2) and subsequently reading o↵ the coe�cients of ejkx+jlt for j = 0, . . . , 8 leads to 9

equations, that we do not report here, which may solved for the unknown constants in
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I are always

complex, see figure 3. The type I solutions found here formally coincide with the solutions

constructed in [30].

Despite the fact that these solutions are complex, their energies are real governed by

an antilinear (PT -symmetry), and for N-soliton solutions together with the fact that these

theories are integrable [7, 13]. The PT -symmetry is easily identified as

PT : x ! �x, t ! �t, i ! �i, ' ! '. (3.5)

The Bullough-Dodd Lagrangian (3.1) is trivially invariant under this symmetry and the

solutions '±
I (x, t) evidently respect it for purely imaginary constants �, i.e. PT : '±

I ! '
±
I .
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The crucial feature for our purposes is here the observation from (2.15) that when one

of the eigenvalue problems (2.10) or (2.12) has been solved, one may directly deduce the

solutions for the other. It is in this sense that we will apply this scheme as the potentials

V1 we construct from the zero modes are not obvious to solve, whereas the solutions for

the supersymmetric partner potentials V2 can be found in the literature.

3. The Bullough-Dodd model

As an example, we are interested here in the stability properties of the complex soliton

solutions of the Bullough-Dodd model [15, 16], that is a one scalar field integrable field

theory already quite well studied in its classical [27] and quantum [28] aspects. It is

described by the Lagrangian density of the form

LBD =
1

2
@µ'@

µ
'� e

'
�

1

2
e
�2' +

3

2
with ' 2 C. (3.1)

The resulting classical nonlinear equation of motion
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�2' = 0, (3.2)

can be solved by standard techniques from classical theory of integrable systems. Here we

exploit the fact that the equation may be solved using Hirota’s direct method [29] when

parameterizing the fields as ' = ln(⌧0/⌧1) with ⌧ i denoting the so-called ⌧ -functions. To

identify various one-soliton solutions we can therefore make the general Ansatz
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with unknown constants ↵i,�i, i = 0, 1, 2, and k, l. Substituting this Ansatz into equation

(3.2) and subsequently reading o↵ the coe�cients of ejkx+jlt for j = 0, . . . , 8 leads to 9

equations, that we do not report here, which may solved for the unknown constants in

(3.3). In this manner we find various types of solutions.

3.1 Complex one-soliton solutions of type I

The first type of solutions we obtain are one-soliton solutions of the form
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When � is real and |k| >
p
3 the solution '

+
I is real but becomes singular for x0 =

�[� +
p
k2 � 3t]/k, whereas '

�
I is only real for x < xl = �[� + arccosh(2) +

p
k2 � 3t]/k

and x > xr = [�� + arccosh(2) �
p
k2 � 3t]/k as the argument of the logarithm becomes

negative in the complementary regime. Samples of these types of solutions in the di↵erent

regimes are depicted in figure 1. In the case |k| <
p
3 both solutions '

±
I are always

complex, see figure 3. The type I solutions found here formally coincide with the solutions

constructed in [30].
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solutions for the other. It is in this sense that we will apply this scheme as the potentials

V1 we construct from the zero modes are not obvious to solve, whereas the solutions for

the supersymmetric partner potentials V2 can be found in the literature.

3. The Bullough-Dodd model

As an example, we are interested here in the stability properties of the complex soliton
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exploit the fact that the equation may be solved using Hirota’s direct method [29] when

parameterizing the fields as ' = ln(⌧0/⌧1) with ⌧ i denoting the so-called ⌧ -functions. To
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I are always
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constructed in [30].

Despite the fact that these solutions are complex, their energies are real governed by

an antilinear (PT -symmetry), and for N-soliton solutions together with the fact that these

theories are integrable [7, 13]. The PT -symmetry is easily identified as

PT : x ! �x, t ! �t, i ! �i, ' ! '. (3.5)

The Bullough-Dodd Lagrangian (3.1) is trivially invariant under this symmetry and the

solutions '±
I (x, t) evidently respect it for purely imaginary constants �, i.e. PT : '±

I ! '
±
I .

Thus to take � 2 iR seems to be very suggestive as this choice not only converts the

solutions into PT -symmetric ones, but also regularises the singularities of the solutions at

the cost of a discontinuity resulting from the branch cut of the logarithm as depicted in

figures 1 and 2. The behaviour of these complex shifted solutions is identical to those for

the |k| <
p
3 and � 2 R already depicted in figure 3, when we identify in these solutions

� !
p
k2 � 3t and

p
k2 � 3t ! i� for fixed time.

Indeed the energies for the solutions (3.4), evaluated according to (2.3), are always real

E['±
I ] = �6|k|, (3.6)

and independent of the complex parameter �.

3.1.1 Zero modes for type I complex one-soliton solutions

The Sturm-Liouville eigenvalue problem (2.7) of the stability analysis for the Bullough-

Dodd model reads

��xx + V (x)� = �
2� with V (x) =

⇣
e
�(x) + 2e�2�(x)

⌘
. (3.7)
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Figure 1: Scattering solutions (3.4) of the Bullough-Dodd classical equation of motion (3.2) for
|k| >

p
3. Panel (a): Travelling real one-cusp solution '+

I for k = 2 with � = 3 and panel (b) PT

regularized travelling complex solution '+
I for k = 2 with � = i3/5. Solid lines correspond to real

and dotted lines to imaginary parts.

Figure 2: Scattering solutions (3.4) of the Bullough-Dodd classical equation of motion (3.2) for
|k| >

p
3. Panel (a): Complex solution '

�
I for k = 2 with � = 3 and panel (b) PT regularized

complex solution '
�
I for k = 2 with � = i3/5. Solid lines correspond to real and dotted lines to

imaginary parts.

The static solution for the cusp and oscillatory solutions '±
I (x, t) acquire the form
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I (x) = ln
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p
3x
�
± 2

cosh
�
� +

p
3x
�
⌥ 1

#
, (3.8)

which when substituted into (3.7) yield the potentials
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We think now of the larger class of functions depending on the continuous parameter a as

 
±(x, a) = �

±(x+ a/
p
3). By means of (2.10) the zero mode is then easily computed to
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with unknown constants ↵i,�i, i = 0, 1, 2, and k, l. Substituting this Ansatz into equation

(3.2) and subsequently reading o↵ the coe�cients of ejkx+jlt for j = 0, . . . , 8 leads to 9

equations, that we do not report here, which may solved for the unknown constants in

(3.3). In this manner we find various types of solutions.
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regimes are depicted in figure 1. In the case |k| <
p
3 both solutions '

±
I are always

complex, see figure 3. The type I solutions found here formally coincide with the solutions

constructed in [30].
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The crucial feature for our purposes is here the observation from (2.15) that when one
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exploit the fact that the equation may be solved using Hirota’s direct method [29] when

parameterizing the fields as ' = ln(⌧0/⌧1) with ⌧ i denoting the so-called ⌧ -functions. To
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'
� e

�2' = 0, (3.2)

can be solved by standard techniques from classical theory of integrable systems. Here we

exploit the fact that the equation may be solved using Hirota’s direct method [29] when

parameterizing the fields as ' = ln(⌧0/⌧1) with ⌧ i denoting the so-called ⌧ -functions. To

identify various one-soliton solutions we can therefore make the general Ansatz

'(x, t) = ln

✓
↵0 + ↵1e

kx+lt + ↵2e
2kx+2lt

�0 + �1e
kx+lt + �2e

2kx+2lt

◆
, (3.3)

– 5 –

Stability of complex soliton solutions in the Bullough-Dodd model

The crucial feature for our purposes is here the observation from (2.15) that when one

of the eigenvalue problems (2.10) or (2.12) has been solved, one may directly deduce the

solutions for the other. It is in this sense that we will apply this scheme as the potentials

V1 we construct from the zero modes are not obvious to solve, whereas the solutions for

the supersymmetric partner potentials V2 can be found in the literature.

3. The Bullough-Dodd model

As an example, we are interested here in the stability properties of the complex soliton

solutions of the Bullough-Dodd model [15, 16], that is a one scalar field integrable field

theory already quite well studied in its classical [27] and quantum [28] aspects. It is

described by the Lagrangian density of the form

LBD =
1

2
@µ'@

µ
'� e

'
�

1

2
e
�2' +

3

2
with ' 2 C. (3.1)

The resulting classical nonlinear equation of motion

'̈� '
00 + e

'
� e

�2' = 0, (3.2)

can be solved by standard techniques from classical theory of integrable systems. Here we

exploit the fact that the equation may be solved using Hirota’s direct method [29] when

parameterizing the fields as ' = ln(⌧0/⌧1) with ⌧ i denoting the so-called ⌧ -functions. To

identify various one-soliton solutions we can therefore make the general Ansatz

'(x, t) = ln

✓
↵0 + ↵1e

kx+lt + ↵2e
2kx+2lt

�0 + �1e
kx+lt + �2e

2kx+2lt

◆
, (3.3)

with unknown constants ↵i,�i, i = 0, 1, 2, and k, l. Substituting this Ansatz into equation

(3.2) and subsequently reading o↵ the coe�cients of ejkx+jlt for j = 0, . . . , 8 leads to 9

equations, that we do not report here, which may solved for the unknown constants in

(3.3). In this manner we find various types of solutions.

3.1 Complex one-soliton solutions of type I

The first type of solutions we obtain are one-soliton solutions of the form

'
±
I (x, t) = ln

2

4
cosh

⇣
� +

p
k2 � 3t+ kx

⌘
± 2

cosh
⇣
� +

p
k2 � 3t+ kx

⌘
⌥ 1

3

5 , � 2 C. (3.4)

When � is real and |k| >
p
3 the solution '

+
I is real but becomes singular for x0 =

�[� +
p
k2 � 3t]/k, whereas '

�
I is only real for x < xl = �[� + arccosh(2) +

p
k2 � 3t]/k

and x > xr = [�� + arccosh(2) �
p
k2 � 3t]/k as the argument of the logarithm becomes

negative in the complementary regime. Samples of these types of solutions in the di↵erent

regimes are depicted in figure 1. In the case |k| <
p
3 both solutions '

±
I are always

complex, see figure 3. The type I solutions found here formally coincide with the solutions

constructed in [30].
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Despite the fact that these solutions are complex, their energies are real governed by

an antilinear (PT -symmetry), and for N-soliton solutions together with the fact that these

theories are integrable [7, 13]. The PT -symmetry is easily identified as

PT : x ! �x, t ! �t, i ! �i, ' ! '. (3.5)

The Bullough-Dodd Lagrangian (3.1) is trivially invariant under this symmetry and the

solutions '±
I (x, t) evidently respect it for purely imaginary constants �, i.e. PT : '±

I ! '
±
I .

Thus to take � 2 iR seems to be very suggestive as this choice not only converts the

solutions into PT -symmetric ones, but also regularises the singularities of the solutions at

the cost of a discontinuity resulting from the branch cut of the logarithm as depicted in

figures 1 and 2. The behaviour of these complex shifted solutions is identical to those for

the |k| <
p
3 and � 2 R already depicted in figure 3, when we identify in these solutions

� !
p
k2 � 3t and

p
k2 � 3t ! i� for fixed time.

Indeed the energies for the solutions (3.4), evaluated according to (2.3), are always real

E['±
I ] = �6|k|, (3.6)

and independent of the complex parameter �.

3.1.1 Zero modes for type I complex one-soliton solutions

The Sturm-Liouville eigenvalue problem (2.7) of the stability analysis for the Bullough-

Dodd model reads

��xx + V (x)� = �
2� with V (x) =

⇣
e
�(x) + 2e�2�(x)

⌘
. (3.7)
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Figure 3: Complex breather solutions (3.4) of the Bullough-Dodd classical equation of motion
(3.2) for |k| <

p
3. Panel (a): '+

I for k = 1 <
p
3 with � = 2 and panel (b) '�

I for k = 1 <
p
3

with � = 2. Solid lines correspond to real and dotted lines to imaginary parts.

Indeed the energies for the solutions (3.4), evaluated according to (2.3), are always real

E['±
I ] = �6|k|, (3.6)

and independent of the complex parameter �.

3.1.1 Zero modes for type I complex one-soliton solutions

The Sturm-Liouville eigenvalue problem (2.6) of the stability analysis for the Bullough-

Dodd model reads

��xx + V (x)� = �
2� with V (x) =

⇣
e
�(x) + 2e�2�(x)

⌘
. (3.7)

The static solution for the cusp and oscillatory solutions '±
I (x, t) acquire the form

�
±
I (x) = ln

"
cosh

�
� +

p
3x
�
± 2

cosh
�
� +

p
3x
�
⌥ 1

#
, (3.8)

which when substituted into (3.7) yield the potentials

V
+
1 (x) = 1�

3

1� cosh
�
� +

p
3x
� +

8 sinh4
⇥
1
2

�
� +

p
3x
�⇤

⇥
2 + cosh

�
� +

p
3x
�⇤2 , (3.9)

V
�
1 (x) = 1�

3

1 + cosh
�
� +

p
3x
� +

8 cosh4
⇥
1
2

�
� +

p
3x
�⇤

⇥
2� cosh

�
� +

p
3x
�⇤2 . (3.10)

We think now of the larger class of functions depending on the continuous parameter a as

 
±(x, a) = �

±(x+ a/
p
3). By means of (2.9) the zero mode is then easily computed to

�±
0 (x) = �

3
�
tanh

⇥
1
2

�
� +

p
3x
�⇤ ⌥1

2± cosh
�
� +

p
3x
� . (3.11)

One verifies that the �±
0 (x) indeed satisfy (3.7) for the potentials (3.10) with eigenvalue

� = 0. Notice that when taking a ! ia, as seems to be natural when k <
p
3, so that we

identify  ±(x, a) = �
±(x + ia/

p
3), the resulting zero mode is the same as in (3.11) only

multiplied by i, which simply corresponds to a di↵erent normalization constant.
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model [15, 16]. Besides shedding light on the important question of whether a complex

soliton solution will collapse, i.e. grow or decay, when slightly perturbed, it is also well-

known that as a by-product of a stability analysis one may obtain the so-called shape mode

as a bound state solution for the auxiliary Sturm-Liouville eigenvalue equation. These

solutions are instrumental in the understanding of energy transfer e↵ects in the dynamics

of multi-soliton solutions that can be unravelled using a collective coordinate or moduli

space approach [17,18]. For the model studied here we will investigate these moduli space

properties in upcoming work [19].

Our manuscript is organised as follows: In section 2 we assemble some generalities

about the stability analysis to be carried out. In addition, we briefly recall the general set

up for a supersymmetric formulation of quantum mechanics. While this is not essential

for a stability analysis, it greatly facilitates the construction of exact solutions to the

auxiliary Sturm-Liouville eigenvalue equations. In section 3 we construct complex one-

soliton solutions for the Bullough-Dodd model and analyse in detail their stability.

2. Stability analysis, zero modes, shape modes and supersymmetry

The systems considered here are complex scalar field theories with a Lagrangian density of

the general form

L =
1

2
@µ'@

µ
'� V ('), (2.1)

with '(x, t) 2 C and potential V (') 2 C. We denote the Lagrangian, i.e. the volume

integral over this density, as L =
R1
�1 Ldx. Our space-time metric is taken to be Lorentzian

of the form diag(1,�1), so that the Euler-Lagrange equation resulting from (2.1) reads

'̈� '
00 +

@V (')

@'
= 0. (2.2)

We use standard conventions and denote partial derivatives with respect to time t and space

x by overdots and dashes, respectively. The static solutions to these equations, i.e. the so-

lutions to (2.2) with '̇ = 0, are fields �(x,u) depending on the space coordinate x and a set

of constants that are identified as moduli or collective coordinates u = (u1, . . . , un). As is

well-known, one may construct the time-dependent solutions ' from the time-independent

solutions � simply by a Lorentz boost �[(x � vt)/
p
1� v2] = '(x, t) with v denoting the

velocity. The energies of particular solutions are computed as

E['] =

Z 1

�1
dx"('), "(') =

✓
1

2
'̇
2 +

1

2
('0)2 + V (')

◆
, (2.3)

where "(') denotes the energy density. When the Hamiltonian associated to (2.1) admits

a modified CPT -symmetry and ' is mapped by this symmetry to itself or possibly to a

second degenerate solution, the energy E['] is guaranteed to be real, irrespective of whether

' 2 R, ' 2 C or V
†(') = V (') [14]. This reasoning may also be extended to ensure the

reality of other conserved quantities.
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of constants that are identified as moduli or collective coordinates u = (u1, . . . , un). As is

well-known, one may construct the time-dependent solutions ' from the time-independent

solutions � simply by a Lorentz boost �[(x � vt)/
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where "(') denotes the energy density. When the Hamiltonian associated to (2.1) admits

a modified CPT -symmetry and ' is mapped by this symmetry to itself or possibly to a

second degenerate solution, the energy E['] is guaranteed to be real, irrespective of whether

' 2 R, ' 2 C or V
†(') = V (') [14]. This reasoning may also be extended to ensure the

reality of other conserved quantities.
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'! 's + "� "⌧ 1, (2.5)

where 's solves (??) and �' =: � is a small perturbation. This converts the Euler-Lagrange

equation into
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Evidently the first three terms in (??) vanish by construction and when assuming the

perturbation to be separable of the form �(x, t) = e
i�t�(x), the term of first order in "

reduces to a Sturm-Liouville eigenvalue problem of the same form as the time-independent

Schrödinger equation
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For the eigenfunction solutions to this equation with � 2 R the linear perturbation will

simply introduce an oscillation in time around the solution 's, whereas when � 2 C the

solutions will grow or decay with time and are therefore unstable.

Let us next see how the energy of the perturbed solution behaves. Expanding up to

second order in " and integrating two terms by parts, we easily derive
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We notice that first bracket of the integrand is simply the Euler-Lagrange equation for

the static solution. The second bracket of the integrand vanishes when � is separable as

stated above and �(x) satisfies the Sturm-Liouville equation (??). The surface term in the

second line of (??) is zero when �(x) vanishes asymptotically limx!±1�(x) = 0, so that

the energy of the perturbed solution becomes identical to the one of the static solution 's.

The zero mode, or translation mode, defined as the solution �0 to (??) with � = 0,

plays a special role for a number of reasons. First of all, it is well-known [?, ?, ?] that

the dimensionality of the corresponding moduli spaces may be obtained from these modes.

Moreover it allows to directly compute the superpotential and to set up a supersymmetric

scheme that will be important for the concrete system we consider below.

The zero mode is easily computed: Assuming that the static solution �(x) belongs

to a class of solutions characterised by a continuous parameter, say a, such that �(x) =

 (x, a)|a=0, we may think of �s + "�� in (??) as

 (x, a) = �(x) + a
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so that we can identify the zero mode as
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We notice that first bracket of the integrand is simply the Euler-Lagrange equation for

the static solution. The second bracket of the integrand vanishes when � is separable as

stated above and �(x) satisfies the Sturm-Liouville equation (2.6). The surface term in the

second line of (2.7) is zero when �(x) vanishes asymptotically limx!±1�(x) = 0, so that

the energy of the perturbed solution becomes identical to the one of the static solution 's.

The zero mode, or translation mode, defined as the solution �0 to (2.6) with � = 0,

plays a special role for a number of reasons. First of all, it is well-known [20–22] that

the dimensionality of the corresponding moduli spaces may be obtained from these modes.
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The zero mode is easily computed: Assuming that the static solution �(x) belongs

to a class of solutions characterised by a continuous parameter, say a, such that �(x) =
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known that as a by-product of a stability analysis one may obtain the so-called shape mode

as a bound state solution for the auxiliary Sturm-Liouville eigenvalue equation. These

solutions are instrumental in the understanding of energy transfer e↵ects in the dynamics

of multi-soliton solutions that can be unravelled using a collective coordinate or moduli

space approach [17,18]. For the model studied here we will investigate these moduli space

properties in upcoming work [19].
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up for a supersymmetric formulation of quantum mechanics. While this is not essential

for a stability analysis, it greatly facilitates the construction of exact solutions to the

auxiliary Sturm-Liouville eigenvalue equations. In section 3 we construct complex one-

soliton solutions for the Bullough-Dodd model and analyse in detail their stability.

2. Stability analysis, zero modes, shape modes and supersymmetry

The systems considered here are complex scalar field theories with a Lagrangian density of

the general form

L =
1

2
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µ
'� V ('), (2.1)

with '(x, t) 2 C and potential V (') 2 C. We denote the Lagrangian, i.e. the volume

integral over this density, as L =
R1
�1 Ldx. Our space-time metric is taken to be Lorentzian

of the form diag(1,�1), so that the Euler-Lagrange equation resulting from (2.1) reads

'̈� '
00 +

@V (')

@'
= 0. (2.2)

We use standard conventions and denote partial derivatives with respect to time t and space

x by overdots and dashes, respectively. The static solutions to these equations, i.e. the so-

lutions to (2.2) with '̇ = 0, are fields �(x,u) depending on the space coordinate x and a set

of constants that are identified as moduli or collective coordinates u = (u1, . . . , un). As is

well-known, one may construct the time-dependent solutions ' from the time-independent

solutions � simply by a Lorentz boost �[(x � vt)/
p
1� v2] = '(x, t) with v denoting the

velocity. The energies of particular solutions are computed as

E['] =

Z 1
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dx"('), "(') =
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2 +
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2
('0)2 + V (')
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, (2.3)

where "(') denotes the energy density. When the Hamiltonian associated to (2.1) admits

a modified CPT -symmetry and ' is mapped by this symmetry to itself or possibly to a

second degenerate solution, the energy E['] is guaranteed to be real, irrespective of whether

' 2 R, ' 2 C or V
†(') = V (') [14]. This reasoning may also be extended to ensure the

reality of other conserved quantities.
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'! 's + "� "⌧ 1, (2.5)

where 's solves (??) and �' =: � is a small perturbation. This converts the Euler-Lagrange

equation into
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Evidently the first three terms in (??) vanish by construction and when assuming the

perturbation to be separable of the form �(x, t) = e
i�t�(x), the term of first order in "

reduces to a Sturm-Liouville eigenvalue problem of the same form as the time-independent

Schrödinger equation

��xx + V1� = �
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. (2.7)

For the eigenfunction solutions to this equation with � 2 R the linear perturbation will

simply introduce an oscillation in time around the solution 's, whereas when � 2 C the

solutions will grow or decay with time and are therefore unstable.

Let us next see how the energy of the perturbed solution behaves. Expanding up to

second order in " and integrating two terms by parts, we easily derive
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We notice that first bracket of the integrand is simply the Euler-Lagrange equation for

the static solution. The second bracket of the integrand vanishes when � is separable as

stated above and �(x) satisfies the Sturm-Liouville equation (??). The surface term in the

second line of (??) is zero when �(x) vanishes asymptotically limx!±1�(x) = 0, so that

the energy of the perturbed solution becomes identical to the one of the static solution 's.

The zero mode, or translation mode, defined as the solution �0 to (??) with � = 0,

plays a special role for a number of reasons. First of all, it is well-known [?, ?, ?] that

the dimensionality of the corresponding moduli spaces may be obtained from these modes.

Moreover it allows to directly compute the superpotential and to set up a supersymmetric

scheme that will be important for the concrete system we consider below.

The zero mode is easily computed: Assuming that the static solution �(x) belongs

to a class of solutions characterised by a continuous parameter, say a, such that �(x) =

 (x, a)|a=0, we may think of �s + "�� in (??) as
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. (2.10)

– 3 –

Small perturbation

Stability of complex soliton solutions in the Bullough-Dodd model

With regard to the main purpose of this paper, we now briefly recall the main argument

of a standard stability analysis beginning with the linearisation of the Euler-Lagrange

equation (2.2) by replacing
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Evidently the first three terms in (2.5) vanish by construction and when assuming the

perturbation to be separable of the form �(x, t) = e
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For the eigenfunction solutions to this equation with � 2 R the linear perturbation will

simply introduce an oscillation in time around the solution 's, whereas when � 2 C the

solutions will grow or decay with time and are therefore unstable.

Let us next see how the energy of the perturbed solution behaves. Expanding up to
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We notice that first bracket of the integrand is simply the Euler-Lagrange equation for

the static solution. The second bracket of the integrand vanishes when � is separable as

stated above and �(x) satisfies the Sturm-Liouville equation (2.6). The surface term in the

second line of (2.7) is zero when �(x) vanishes asymptotically limx!±1�(x) = 0, so that

the energy of the perturbed solution becomes identical to the one of the static solution 's.

The zero mode, or translation mode, defined as the solution �0 to (2.6) with � = 0,

plays a special role for a number of reasons. First of all, it is well-known [20–22] that

the dimensionality of the corresponding moduli spaces may be obtained from these modes.

Moreover it allows to directly compute the superpotential and to set up a supersymmetric

scheme that will be important for the concrete system we consider below.

The zero mode is easily computed: Assuming that the static solution �(x) belongs

to a class of solutions characterised by a continuous parameter, say a, such that �(x) =

 (x, a)|a=0, we may think of �s + "�� in (2.4) as
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We notice that first bracket of the integrand is simply the Euler-Lagrange equation for

the static solution. The second bracket of the integrand vanishes when � is separable as

stated above and �(x) satisfies the Sturm-Liouville equation (2.6). The surface term in the
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of multi-soliton solutions that can be unravelled using a collective coordinate or moduli

space approach [17,18]. For the model studied here we will investigate these moduli space

properties in upcoming work [19].

Our manuscript is organised as follows: In section 2 we assemble some generalities

about the stability analysis to be carried out. In addition, we briefly recall the general set

up for a supersymmetric formulation of quantum mechanics. While this is not essential

for a stability analysis, it greatly facilitates the construction of exact solutions to the

auxiliary Sturm-Liouville eigenvalue equations. In section 3 we construct complex one-

soliton solutions for the Bullough-Dodd model and analyse in detail their stability.

2. Stability analysis, zero modes, shape modes and supersymmetry

The systems considered here are complex scalar field theories with a Lagrangian density of

the general form

L =
1

2
@µ'@

µ
'� V ('), (2.1)

with '(x, t) 2 C and potential V (') 2 C. We denote the Lagrangian, i.e. the volume

integral over this density, as L =
R1
�1 Ldx. Our space-time metric is taken to be Lorentzian

of the form diag(1,�1), so that the Euler-Lagrange equation resulting from (2.1) reads

'̈� '
00 +

@V (')

@'
= 0. (2.2)

We use standard conventions and denote partial derivatives with respect to time t and space

x by overdots and dashes, respectively. The static solutions to these equations, i.e. the so-

lutions to (2.2) with '̇ = 0, are fields �(x,u) depending on the space coordinate x and a set

of constants that are identified as moduli or collective coordinates u = (u1, . . . , un). As is

well-known, one may construct the time-dependent solutions ' from the time-independent

solutions � simply by a Lorentz boost �[(x � vt)/
p
1� v2] = '(x, t) with v denoting the

velocity. The energies of particular solutions are computed as

E['] =

Z 1

�1
dx"('), "(') =

✓
1

2
'̇
2 +

1

2
('0)2 + V (')

◆
, (2.3)
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Evidently the first three terms in (??) vanish by construction and when assuming the

perturbation to be separable of the form �(x, t) = e
i�t�(x), the term of first order in "

reduces to a Sturm-Liouville eigenvalue problem of the same form as the time-independent

Schrödinger equation
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For the eigenfunction solutions to this equation with � 2 R the linear perturbation will

simply introduce an oscillation in time around the solution 's, whereas when � 2 C the

solutions will grow or decay with time and are therefore unstable.

Let us next see how the energy of the perturbed solution behaves. Expanding up to

second order in " and integrating two terms by parts, we easily derive
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We notice that first bracket of the integrand is simply the Euler-Lagrange equation for

the static solution. The second bracket of the integrand vanishes when � is separable as

stated above and �(x) satisfies the Sturm-Liouville equation (??). The surface term in the

second line of (??) is zero when �(x) vanishes asymptotically limx!±1�(x) = 0, so that

the energy of the perturbed solution becomes identical to the one of the static solution 's.

The zero mode, or translation mode, defined as the solution �0 to (??) with � = 0,

plays a special role for a number of reasons. First of all, it is well-known [?, ?, ?] that

the dimensionality of the corresponding moduli spaces may be obtained from these modes.

Moreover it allows to directly compute the superpotential and to set up a supersymmetric

scheme that will be important for the concrete system we consider below.

The zero mode is easily computed: Assuming that the static solution �(x) belongs

to a class of solutions characterised by a continuous parameter, say a, such that �(x) =
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so that we can identify the zero mode as
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. (2.10)
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second line of (2.7) is zero when �(x) vanishes asymptotically limx!±1�(x) = 0, so that

the energy of the perturbed solution becomes identical to the one of the static solution 's.

The zero mode, or translation mode, defined as the solution �0 to (2.6) with � = 0,
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the static solution. The second bracket of the integrand vanishes when � is separable as

stated above and �(x) satisfies the Sturm-Liouville equation (2.6). The surface term in the

second line of (2.7) is zero when �(x) vanishes asymptotically limx!±1�(x) = 0, so that

the energy of the perturbed solution becomes identical to the one of the static solution 's.

The zero mode, or translation mode, defined as the solution �0 to (2.6) with � = 0,

plays a special role for a number of reasons. First of all, it is well-known [20–22] that

the dimensionality of the corresponding moduli spaces may be obtained from these modes.

Moreover it allows to directly compute the superpotential and to set up a supersymmetric

scheme that will be important for the concrete system we consider below.
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We notice that first bracket of the integrand is simply the Euler-Lagrange equation for

the static solution. The second bracket of the integrand vanishes when � is separable as

stated above and �(x) satisfies the Sturm-Liouville equation (2.6). The surface term in the

second line of (2.7) is zero when �(x) vanishes asymptotically limx!±1�(x) = 0, so that

the energy of the perturbed solution becomes identical to the one of the static solution 's.

The zero mode, or translation mode, defined as the solution �0 to (2.6) with � = 0,

plays a special role for a number of reasons. First of all, it is well-known [20–22] that

the dimensionality of the corresponding moduli spaces may be obtained from these modes.

Moreover it allows to directly compute the superpotential and to set up a supersymmetric

scheme that will be important for the concrete system we consider below.
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For the eigenfunction solutions to this equation with � 2 R the linear perturbation will

simply introduce an oscillation in time around the solution 's, whereas when � 2 C the

solutions will grow or decay with time and are therefore unstable.

Let us next see how the energy of the perturbed solution behaves. Expanding up to

second order in " and integrating two terms by parts, we easily derive
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+ �(�0 + '
0
s)
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�1 +O("3).

We notice that first bracket of the integrand is simply the Euler-Lagrange equation for

the static solution. The second bracket of the integrand vanishes when � is separable as

stated above and �(x) satisfies the Sturm-Liouville equation (2.6). The surface term in the

second line of (2.7) is zero when �(x) vanishes asymptotically limx!±1�(x) = 0, so that

the energy of the perturbed solution becomes identical to the one of the static solution 's.

The zero mode, or translation mode, defined as the solution �0 to (2.6) with � = 0,

plays a special role for a number of reasons. First of all, it is well-known [20–22] that

the dimensionality of the corresponding moduli spaces may be obtained from these modes.

Moreover it allows to directly compute the superpotential and to set up a supersymmetric

scheme that will be important for the concrete system we consider below.

The zero mode is easily computed: Assuming that the static solution �(x) belongs

to a class of solutions characterised by a continuous parameter, say a, such that �(x) =

 (x, a)|a=0, we may think of �s + "�� in (2.4) as

 (x, a) = �(x) + a
@ (x, a)

@a

����
a=0

+O(a2), (2.8)
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We notice that first bracket of the integrand is simply the Euler-Lagrange equation for

the static solution. The second bracket of the integrand vanishes when � is separable as

stated above and �(x) satisfies the Sturm-Liouville equation (2.6). The surface term in the

second line of (2.7) is zero when �(x) vanishes asymptotically limx!±1�(x) = 0, so that

the energy of the perturbed solution becomes identical to the one of the static solution 's.

The zero mode, or translation mode, defined as the solution �0 to (2.6) with � = 0,

plays a special role for a number of reasons. First of all, it is well-known [20–22] that

the dimensionality of the corresponding moduli spaces may be obtained from these modes.

Moreover it allows to directly compute the superpotential and to set up a supersymmetric

scheme that will be important for the concrete system we consider below.

The zero mode is easily computed: Assuming that the static solution �(x) belongs

to a class of solutions characterised by a continuous parameter, say a, such that �(x) =

 (x, a)|a=0, we may think of �s + "�� in (2.4) as

 (x, a) = �(x) + a
@ (x, a)

@a
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a=0

+O(a2), (2.8)
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 Field theories and linear stability

Let's see some very well-known examples
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We notice that first bracket of the integrand is simply the Euler-Lagrange equation for

the static solution. The second bracket of the integrand vanishes when � is separable as

stated above and �(x) satisfies the Sturm-Liouville equation (2.6). The surface term in the

second line of (2.7) is zero when �(x) vanishes asymptotically limx!±1�(x) = 0, so that

the energy of the perturbed solution becomes identical to the one of the static solution 's.

The zero mode, or translation mode, defined as the solution �0 to (2.6) with � = 0,

plays a special role for a number of reasons. First of all, it is well-known [20–22] that

the dimensionality of the corresponding moduli spaces may be obtained from these modes.

Moreover it allows to directly compute the superpotential and to set up a supersymmetric

scheme that will be important for the concrete system we consider below.

The zero mode is easily computed: Assuming that the static solution �(x) belongs

to a class of solutions characterised by a continuous parameter, say a, such that �(x) =

 (x, a)|a=0, we may think of �s + "�� in (2.4) as

 (x, a) = �(x) + a
@ (x, a)
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 The Bullough-Dodd solutions and linear stability

Stability of complex soliton solutions in the Bullough-Dodd model

Figure 1: Scattering solutions (3.4) of the Bullough-Dodd classical equation of motion (3.2) for
|k| >

p
3. Panel (a): Travelling real one-cusp solution '+

I for k = 2 with � = 3 and panel (b) PT

regularized travelling complex solution '+
I for k = 2 with � = i3/5. Solid lines correspond to real

and dotted lines to imaginary parts.

Figure 2: Scattering solutions (3.4) of the Bullough-Dodd classical equation of motion (3.2) for
|k| >

p
3. Panel (a): Complex solution '

�
I for k = 2 with � = 3 and panel (b) PT regularized
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We think now of the larger class of functions depending on the continuous parameter a as
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Bullough-Dodd static solutions

Stability of complex soliton solutions in the Bullough-Dodd model

With regard to the main purpose of this paper, we now briefly recall the main argument

of a standard stability analysis beginning with the linearisation of the Euler-Lagrange

equation (2.2) by replacing

'! 's + "�' "⌧ 1, (2.4)

where 's solves (2.2) and �' =: � is a small perturbation. This converts the Euler-Lagrange

equation into

'̈s � '
00
s +

@V (')

@'

����
's

+ "

 
�̈� �

00 + �
@
2
V (')

@'2

����
's

!
+O("2) = 0. (2.5)

Evidently the first three terms in (2.5) vanish by construction and when assuming the

perturbation to be separable of the form �(x, t) = e
i�t�(x), the term of first order in "

reduces to a Sturm-Liouville eigenvalue problem of the same form as the time-independent

Schrödinger equation

��xx + V1� = �
2�, with V1(x) :=

@
2
V (')

@'2

����
's

. (2.6)

For the eigenfunction solutions to this equation with � 2 R the linear perturbation will

simply introduce an oscillation in time around the solution 's, whereas when � 2 C the

solutions will grow or decay with time and are therefore unstable.

Let us next see how the energy of the perturbed solution behaves. Expanding up to

second order in " and integrating two terms by parts, we easily derive

E['s + �] = E['s] +

1Z

�1

dx

" 
@V (')

@'

����
's

� '
00
s

!
�+

1

2
�

 
�̇
2

�
� �

00 + �
@
2
V (')

@'2

����
's

!#
(2.7)

+ �(�0 + '
0
s)
��1
�1 +O("3).

We notice that first bracket of the integrand is simply the Euler-Lagrange equation for

the static solution. The second bracket of the integrand vanishes when � is separable as

stated above and �(x) satisfies the Sturm-Liouville equation (2.6). The surface term in the

second line of (2.7) is zero when �(x) vanishes asymptotically limx!±1�(x) = 0, so that

the energy of the perturbed solution becomes identical to the one of the static solution 's.

The zero mode, or translation mode, defined as the solution �0 to (2.6) with � = 0,

plays a special role for a number of reasons. First of all, it is well-known [20–22] that

the dimensionality of the corresponding moduli spaces may be obtained from these modes.

Moreover it allows to directly compute the superpotential and to set up a supersymmetric

scheme that will be important for the concrete system we consider below.

The zero mode is easily computed: Assuming that the static solution �(x) belongs

to a class of solutions characterised by a continuous parameter, say a, such that �(x) =

 (x, a)|a=0, we may think of �s + "�� in (2.4) as

 (x, a) = �(x) + a
@ (x, a)

@a

����
a=0

+O(a2), (2.8)
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 The Bullough-Dodd solutions and linear stability

Stability of complex soliton solutions in the Bullough-Dodd model

where 2F1(a, b; c; z) denotes the hypergeometric function and

✏ :=

p
�2Em

↵~ , s :=
1

2

 r
1 +

8mU0

↵2~2 � 1

!
. (3.17)

The quantization condition for the energy emerges from the requirement limx!±1 (x) = 0

as ✏� s = �n for n 2 N0, which when solved yields

En = �
↵
2~2
8m

 r
8mU0

↵2~2 + 1� 2n� 1

!2

. (3.18)

As argued in [31], the number of bound states is limited by the constraint n < s. When

shifting the overall energy by 3 we obtain V2 = U for the parameter identifications ~ = 1,

m = 1/2, U0 = 3/2, ↵ =
p
3/2. Since for these values s = 1, there is only one bound state

for n = 0. Thus we obtain the eigensystem solutions

�(2)
0 (x) = N0sech


1

2

⇣
� +

p
3x
⌘�

, E
(2)
0 =

9

4
, (3.19)

�(1)
1 (x) =

3
p
3 cosh

⇥
1
2

�
� +

p
3x
�⇤

coth
�
� +

p
3x
�

cosh
�
� +

p
3x
�
+ 2

, �
2 =

9

4
. (3.20)

Notice that the singularity in �(1)
1 (x) for x0 = ��

p
3 when � 2 R, inherited form the

superpotential W (x), is eliminated in the PT -symmetric solution when � 2 iR. Since we

have obtained a well-defined asymptotically vanishing solution, limx!±1�
(1)
1 (x) = 0 with

real eigenvalues, we conclude that the complex type I soliton solution remains stable when

linearly perturbed by the shape mode �(1)
1 . Let us next consider the case when � is taken

to be a continuous parameter.

3.1.3 Scattering state solutions for type I complex one-soliton solutions

The scattering states for the inverse cosh-squared potential are discussed in detail in [32].

When adjusting the parameters therein to our equation (3.7) for V2, we obtain the two

scattering solutions

 (2)
e = cosh2

✓
x̂

2

◆
2F1


��, �+;

1

2
;�⇣

2(x̂)

�
= cos (x̃)�

p
3

2
tanh

✓
x̂

2

◆
sin (x̃) , (3.21)

 (2)
o = ⇣(x̂) cosh2

✓
x̂

2

◆
2F1


1

2
+ ��,

1

2
+ �+;

3

2
;�⇣

2(x̂)

�
(3.22)

=
2
p
3 sin (x̃) + 3 tanh

�
x̂
2

�
cos (x̃)

42 + 3
,

with �± := 1± i/
p
3, ⇣(x) := sinh (x/2), x̃ := 

⇣
�p
3
+ x

⌘
, x̂ := � +

p
3x and continuous

eigenvalues �
2 = 3 + 

2 for  being a free parameter. As we expect from Abel’s iden-

tity, the Wronskian for these two solutions is constant, W ( (2)
e , (2)

o ) =  (2)
e d (2)

o /dx �
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Figure 1: Scattering solutions (3.4) of the Bullough-Dodd classical equation of motion (3.2) for
|k| >

p
3. Panel (a): Travelling real one-cusp solution '+

I for k = 2 with � = 3 and panel (b) PT

regularized travelling complex solution '+
I for k = 2 with � = i3/5. Solid lines correspond to real

and dotted lines to imaginary parts.

Figure 2: Scattering solutions (3.4) of the Bullough-Dodd classical equation of motion (3.2) for
|k| >
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3. Panel (a): Complex solution '
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I for k = 2 with � = 3 and panel (b) PT regularized

complex solution '
�
I for k = 2 with � = i3/5. Solid lines correspond to real and dotted lines to

imaginary parts.
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PT-SYMMETRYno singularities

 There exist linear stable perturbations !

two-soliton reflectionless potential

F.C, A. Fring, T. Taira, NPB (2022) 

We found new complex solitons with broken          which are unstable!PT



PT-SYMMETRY

It is not a mere artifact which measure reality 
energy conditions but also the physical sense of 
theories...



Non-Hermitian field integrable field theories

New classes of integrable systems & solitons solutions

All conserved charges are real, even though solitons are complex

An additional symmetry ensures the reality of the integrals of motion

PT-symmetry

Are these features available only in this kind of integrable theories?

No, they can be applied everywhere.....

J. Cen, F.C, A. Fring, T. Taira, PLA(2022) 

F.C, A. Fring, T. Taira, NPB (2022) 

The linear stable pertubations display also 

Non-physical solitons are regularized (removing singularities!)

F.C, A. Fring, T. Taira, NPB (2021) 

F.C, A. Fring, T. Taira, JHEP (2022) 



Non-Hermitian ideas provide new phenomena in (integrable) field theories

Applications of Field Theory to Hermitian and 
Non-Hermitian Systems



Outline

3  Applications to black hole physics
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Integrable nonlocal Hirota equations

two linear first order di↵erential equations for an auxiliary function  

@tU � @xV + [U, V ] = 0 ,  t = V ,  x = U . (2.1)

For a concrete model these equation have to hold up to the validity of the equation of

motion. When taking the matrix valued functions U and V to be of the general form

U =

 
�i� q(x, t)

r(x, t) i�

!
, V =

 
A(x, t) B(x, t)

C(x, t) �A(x, t)

!
, (2.2)

involving the constant spectral parameter � and at this point arbitrary functions q(x, t)

and r(x, t), the zero curvature condition holds when the matrix entries A, B and C satisfy

the coupled equations

Ax(x, t) = q(x, t)C(x, t)� r(x, t)B(x, t), (2.3)

Bx(x, t) = qt(x, t)� 2q(x, t)A(x, t)� 2i�B(x, t), (2.4)

Cx(x, t) = rt(x, t) + 2r(x, t)A(x, t) + 2i�C(x, t). (2.5)

Suppressing now the explicit x, t-dependence of the functions involved, a solution to the

equations (2.3)-(2.5) with arbitrary constants ↵, � is

A = �i↵qr � 2i↵�2 + �
�
rqx � qrx � 4i�3 � 2i�qr

�
, (2.6)

B = i↵qx + 2↵�q + �
�
2q2r � qxx + 2i�qx + 4�2

q
�
, (2.7)

C = �i↵rx + 2↵�r + �
�
2qr2 � rxx � 2i�rx + 4�2

r
�
, (2.8)

when q(x, t) and r(x, t) satisfy the two equations

qt � i↵qxx + 2i↵q2r + � [qxxx � 6qrqx] = 0, (2.9)

rt + i↵rxx � 2i↵qr2 + � (rxxx � 6qrrx) = 0. (2.10)

Next one needs to make sure that these two equations are in fact compatible. Adopting

now from [17, 18] the general idea that has been applied to the NLSE to the current

setting we explore various choices and alter the x, t-dependence in the functions r and q.

For convenience we suppress the explicit functional dependence and absorb it instead into

the function’s name by introducing the abbreviations

q := q(x, t), q̃ := q(�x, t), q̂ := q(x,�t), q̌ := q(�x,�t). (2.11)

All six choices for r(x, t) being equal to q̃, q̂, q̌ or their complex conjugates q̃
⇤, q̂

⇤, q̌
⇤

together with some specific adjustments for the constants ↵ and � are consistent for the

two equations (2.9) and (2.10), thus giving rise to six new types of integrable models that

have not been explored so far. We will first list them and then study their properties, in

particular their solutions, in the next chapters.
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• Korteweg de Vries (KdV)

• mKdV

• Non-linear Schrödinger

• Hirota

The Ablowitz-Kaup-Newell-Segur (AKNS) hierarchy
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Zakharov and Shabat (1972) 
Zero curvature formalism

🥹 This structure is intimately related with AdS3 gravity
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±
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±
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±
, r

±
}, labeled by ± superscript, and cho-

sen to depend only on the coordinates t and '. On the
other hand, the two quantities ⇠

± are constants without
dimensions.

The main result of this work resides in the fact that
the dynamical evolution of the above geometry, accord-
ing to Einstein’s equations with a negative cosmological
constant Rµ⌫ �

1
2Rgµ⌫ �

1
`2 gµ⌫ = 0, implies the following

relations,

±ṙ
± +

1

`

�
C

0±
� 2r±A±

� 2⇠±C±� = 0, (5a)

±ṗ
± +

1

`

�
B

0± + 2p±A± + 2⇠±B±� = 0, (5b)

A
0±

� p
±
C

± + r
±
B

± = 0. (5c)

Rµ⌫ �
1

2
Rgµ⌫ �

1

`2
gµ⌫ = 0

Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
dimensional gravity is captured by the torsionless con-
dition and the constant curvature equation (see, for ex-
ample, Ref. [16]). These equations, in turn, are equiv-
alent to the zero curvature conditions F

± = 0, where
F

± = dA
± + A

±
^ A

±. The metric field can be con-

structed from the gauge fields as

gµ⌫ =
`
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�
µ

�
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+
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�
⌫

�↵
, (6)

where h , i is the invariant bilinear form of the gauge
group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.

The boundary conditions comprise all the gauge fields
of the form [17]

A
± = b

⌥1(d+ a
±)b±1

, (7)

where the connections a± = a
±
'd'+a

±
t dt depend only on

t and '. Hence, the gauge group element b (⇢) completely
captures the radial dependence of the fields. Following
Ref. [18], the angular component reads as follows,

a
±
' = ⌥2⇠±L0 � p

±
L±1 + r

±
L⌥1. (8)

The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by

a
±
t =

1

`
(�2A±

L0 ±B
±
L±1 ⌥ C

±
L⌥1). (9)

As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
C with remarkable properties can be constructed recur-
sively; these are polynomials in ⇠ with coefficients de-
pending on p, r, and its derivatives. In order to find
them, it is useful to assume a finite expansion in powers
of ⇠,

A =
NX

n=0

An⇠
N�n

, B =
NX

n=0

Bn⇠
N�n

, C =
NX

n=0

Cn⇠
N�n

,

(10)
where N is an arbitrary positive integer. The ⇠

0 terms
in Eq. (5) then provide the dynamical equations

ṙ =
1

`
(�C

0
N + 2rAN ) , ṗ =

1

`
(�B

0
N � 2pAN ) . (11)

The remaining terms imply the following recursion rela-
tions for the coefficients in the expansion

A
0
n = pCn � rBn, (12a)

Bn+1 = �
1

2
B

0
n � pAn, (12b)

Cn+1 =
1

2
C

0
n � rAn, (12c)
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• Laboratory to understand the main features of black holes

• One of the best evidences for the AdS/CFT correspondence

• Very useful in several contexts beyond holography: string theory, QFT, .....
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{A
±
, B

±
, C

±
, p

±
, r

±
}, labeled by ± superscript, and cho-

sen to depend only on the coordinates t and '. On the
other hand, the two quantities ⇠

± are constants without
dimensions.

The main result of this work resides in the fact that
the dynamical evolution of the above geometry, accord-
ing to Einstein’s equations with a negative cosmological
constant Rµ⌫ �

1
2Rgµ⌫ �

1
`2 gµ⌫ = 0, implies the following

relations,

±ṙ
± +

1

`

�
C

0±
� 2r±A±

� 2⇠±C±� = 0, (5a)

±ṗ
± +

1

`

�
B

0± + 2p±A± + 2⇠±B±� = 0, (5b)

A
0±

� p
±
C

± + r
±
B

± = 0. (5c)

Rµ⌫ �
1

2
Rgµ⌫ �

1

`2
gµ⌫ = 0

Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
dimensional gravity is captured by the torsionless con-
dition and the constant curvature equation (see, for ex-
ample, Ref. [16]). These equations, in turn, are equiv-
alent to the zero curvature conditions F

± = 0, where
F

± = dA
± + A

±
^ A

±. The metric field can be con-

structed from the gauge fields as

gµ⌫ =
`
2

2

⌦�
A

+
µ �A

�
µ

�
,
�
A

+
⌫ �A

�
⌫

�↵
, (6)

where h , i is the invariant bilinear form of the gauge
group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.

The boundary conditions comprise all the gauge fields
of the form [17]

A
± = b

⌥1(d+ a
±)b±1

, (7)

where the connections a± = a
±
'd'+a

±
t dt depend only on

t and '. Hence, the gauge group element b (⇢) completely
captures the radial dependence of the fields. Following
Ref. [18], the angular component reads as follows,

a
±
' = ⌥2⇠±L0 � p

±
L±1 + r

±
L⌥1. (8)

The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by

a
±
t =

1

`
(�2A±

L0 ±B
±
L±1 ⌥ C

±
L⌥1). (9)

As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
C with remarkable properties can be constructed recur-
sively; these are polynomials in ⇠ with coefficients de-
pending on p, r, and its derivatives. In order to find
them, it is useful to assume a finite expansion in powers
of ⇠,

A =
NX

n=0

An⇠
N�n

, B =
NX

n=0

Bn⇠
N�n

, C =
NX

n=0

Cn⇠
N�n

,

(10)
where N is an arbitrary positive integer. The ⇠

0 terms
in Eq. (5) then provide the dynamical equations

ṙ =
1

`
(�C

0
N + 2rAN ) , ṗ =

1

`
(�B

0
N � 2pAN ) . (11)

The remaining terms imply the following recursion rela-
tions for the coefficients in the expansion

A
0
n = pCn � rBn, (12a)

Bn+1 = �
1

2
B

0
n � pAn, (12b)

Cn+1 =
1

2
C

0
n � rAn, (12c)
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{A
±
, B

±
, C

±
, p

±
, r

±
}, labeled by ± superscript, and cho-

sen to depend only on the coordinates t and '. On the
other hand, the two quantities ⇠

± are constants without
dimensions.

The main result of this work resides in the fact that
the dynamical evolution of the above geometry, accord-
ing to Einstein’s equations with a negative cosmological
constant Rµ⌫ �

1
2Rgµ⌫ �

1
`2 gµ⌫ = 0, implies the following

relations,

±ṙ
± +

1

`

�
C

0±
� 2r±A±

� 2⇠±C±� = 0, (5a)

±ṗ
± +

1

`

�
B

0± + 2p±A± + 2⇠±B±� = 0, (5b)

A
0±

� p
±
C

± + r
±
B

± = 0. (5c)

Rµ⌫ �
1

2
Rgµ⌫ �

1

`2
gµ⌫ = 0

Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
dimensional gravity is captured by the torsionless con-
dition and the constant curvature equation (see, for ex-
ample, Ref. [16]). These equations, in turn, are equiv-
alent to the zero curvature conditions F

± = 0, where
F

± = dA
± + A

±
^ A

±. The metric field can be con-

structed from the gauge fields as

gµ⌫ =
`
2

2

⌦�
A

+
µ �A

�
µ

�
,
�
A

+
⌫ �A

�
⌫

�↵
, (6)

where h , i is the invariant bilinear form of the gauge
group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.

The boundary conditions comprise all the gauge fields
of the form [17]

A
± = b

⌥1(d+ a
±)b±1

, (7)

where the connections a± = a
±
'd'+a

±
t dt depend only on

t and '. Hence, the gauge group element b (⇢) completely
captures the radial dependence of the fields. Following
Ref. [18], the angular component reads as follows,

a
±
' = ⌥2⇠±L0 � p

±
L±1 + r

±
L⌥1. (8)

The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by

a
±
t =

1

`
(�2A±

L0 ±B
±
L±1 ⌥ C

±
L⌥1). (9)

As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
C with remarkable properties can be constructed recur-
sively; these are polynomials in ⇠ with coefficients de-
pending on p, r, and its derivatives. In order to find
them, it is useful to assume a finite expansion in powers
of ⇠,

A =
NX

n=0

An⇠
N�n

, B =
NX

n=0

Bn⇠
N�n

, C =
NX

n=0

Cn⇠
N�n

,

(10)
where N is an arbitrary positive integer. The ⇠

0 terms
in Eq. (5) then provide the dynamical equations

ṙ =
1

`
(�C

0
N + 2rAN ) , ṗ =

1

`
(�B

0
N � 2pAN ) . (11)

The remaining terms imply the following recursion rela-
tions for the coefficients in the expansion

A
0
n = pCn � rBn, (12a)

Bn+1 = �
1

2
B

0
n � pAn, (12b)

Cn+1 =
1

2
C

0
n � rAn, (12c)
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where ` stands for the AdS3 radius. The spacetime metric
components contain two sets of dimensionless functions
{A

±
, B

±
, C

±
, p

±
, r

±
}, labeled by ± superscript, and cho-

sen to depend only on the coordinates t and '. On the
other hand, the two quantities ⇠

± are constants without
dimensions.

The main result of this work resides in the fact that
the dynamical evolution of the above geometry, accord-
ing to Einstein’s equations with a negative cosmological
constant Rµ⌫ �

1
2Rgµ⌫ �

1
`2 gµ⌫ = 0, implies the following

relations,

±ṙ
± +

1

`

�
C

0±
� 2r±A±

� 2⇠±C±� = 0, (5a)

±ṗ
± +

1

`

�
B

0± + 2p±A± + 2⇠±B±� = 0, (5b)

A
0±

� p
±
C

± + r
±
B

± = 0. (5c)

Rµ⌫ �
1

2
Rgµ⌫ �

1

`2
gµ⌫ = 0

Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
dimensional gravity is captured by the torsionless con-
dition and the constant curvature equation (see, for ex-
ample, Ref. [16]). These equations, in turn, are equiv-
alent to the zero curvature conditions F

± = 0, where

F
± = dA

± + A
±
^ A

±. The metric field can be con-
structed from the gauge fields as

gµ⌫ =
`
2

2

⌦�
A

+
µ �A

�
µ

�
,
�
A

+
⌫ �A

�
⌫

�↵
, (6)

where h , i is the invariant bilinear form of the gauge
group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.

The boundary conditions comprise all the gauge fields
of the form [17]

A
± = b

⌥1(d+ a
±)b±1

, (7)

where the connections a± = a
±
'd'+a

±
t dt depend only on

t and '. Hence, the gauge group element b (⇢) completely
captures the radial dependence of the fields. Following
Ref. [18], the angular component reads as follows,

a
±
' = ⌥2⇠±L0 � p

±
L±1 + r

±
L⌥1. (8)

The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by

a
±
t =

1

`
(�2A±

L0 ±B
±
L±1 ⌥ C

±
L⌥1). (9)

As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
C with remarkable properties can be constructed recur-
sively; these are polynomials in ⇠ with coefficients de-
pending on p, r, and its derivatives. In order to find
them, it is useful to assume a finite expansion in powers
of ⇠,

A =
NX

n=0

An⇠
N�n

, B =
NX

n=0

Bn⇠
N�n

, C =
NX

n=0

Cn⇠
N�n

,

(10)
where N is an arbitrary positive integer. The ⇠

0 terms
in Eq. (5) then provide the dynamical equations

ṙ =
1

`
(�C

0
N + 2rAN ) , ṗ =

1

`
(�B

0
N � 2pAN ) . (11)

The remaining terms imply the following recursion rela-
tions for the coefficients in the expansion

A
0
n = pCn � rBn, (12a)

Bn+1 = �
1

2
B

0
n � pAn, (12b)

Cn+1 =
1

2
C

0
n � rAn, (12c)
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where ` stands for the AdS3 radius. The spacetime metric
components contain two sets of dimensionless functions
{A

±
, B

±
, C

±
, p

±
, r

±
}, labeled by ± superscript, and cho-

sen to depend only on the coordinates t and '. On the
other hand, the two quantities ⇠

± are constants without
dimensions.

The main result of this work resides in the fact that
the dynamical evolution of the above geometry, accord-
ing to Einstein’s equations with a negative cosmological
constant Rµ⌫ �

1
2Rgµ⌫ �

1
`2 gµ⌫ = 0, implies the following

relations,
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Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
dimensional gravity is captured by the torsionless con-
dition and the constant curvature equation (see, for ex-
ample, Ref. [16]). These equations, in turn, are equiv-
alent to the zero curvature conditions F

± = 0, where

F
± = dA

± + A
±
^ A

±. The metric field can be con-
structed from the gauge fields as

gµ⌫ =
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+
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,
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+
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where h , i is the invariant bilinear form of the gauge
group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.

The boundary conditions comprise all the gauge fields
of the form [17]

A
± = b

⌥1(d+ a
±)b±1

, (7)

where the connections a± = a
±
'd'+a

±
t dt depend only on

t and '. Hence, the gauge group element b (⇢) completely
captures the radial dependence of the fields. Following
Ref. [18], the angular component reads as follows,

a
±
' = ⌥2⇠±L0 � p

±
L±1 + r

±
L⌥1. (8)

The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by

a
±
t =

1

`
(�2A±

L0 ±B
±
L±1 ⌥ C

±
L⌥1). (9)

As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
C with remarkable properties can be constructed recur-
sively; these are polynomials in ⇠ with coefficients de-
pending on p, r, and its derivatives. In order to find
them, it is useful to assume a finite expansion in powers
of ⇠,

A =
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, B =
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where N is an arbitrary positive integer. The ⇠

0 terms
in Eq. (5) then provide the dynamical equations
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The remaining terms imply the following recursion rela-
tions for the coefficients in the expansion
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where ` stands for the AdS3 radius. The spacetime metric
components contain two sets of dimensionless functions
{A

±
, B

±
, C

±
, p

±
, r

±
}, labeled by ± superscript, and cho-

sen to depend only on the coordinates t and '. On the
other hand, the two quantities ⇠

± are constants without
dimensions.

The main result of this work resides in the fact that
the dynamical evolution of the above geometry, accord-
ing to Einstein’s equations with a negative cosmological
constant Rµ⌫ �

1
2Rgµ⌫ �

1
`2 gµ⌫ = 0, implies the following

relations,
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Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
dimensional gravity is captured by the torsionless con-
dition and the constant curvature equation (see, for ex-
ample, Ref. [16]). These equations, in turn, are equiv-
alent to the zero curvature conditions F

± = 0, where
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where h , i is the invariant bilinear form of the gauge
group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
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The boundary conditions comprise all the gauge fields
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Ref. [18], the angular component reads as follows,
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A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
C with remarkable properties can be constructed recur-
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two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.
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The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
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group SL(2,R) and level k = `/4G, where G repre-
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relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
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ponent of the gauge connection is given by
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Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
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dition and the constant curvature equation (see, for ex-
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group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.
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of the form [17]
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tions is a direct consequence of a precise choice of
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the specification of the behavior of the metric field
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is possible when adopting boundary conditions for a
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whose generators are finite and integrable, (iii) it must
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where M is a positive integer (not necessarily equal to
N). Here, M labels an infinite family of permissible gauge
transformations. The infinitesimal transformation of the
fields r and p are then given by
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0
M + 2r↵M , �p = ��

0
M � 2p↵M . (26)
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by

�Q[⇤] =
k

2⇡

Z
d' (��r + ��p) , (27)
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The generators of this family are in involution, i.e., span
an Abelian algebra {Q[⇤], Q[⇤̄]} = 0, where the brackets
stand for the canonical Poisson bracket1.
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To finalize this section, let us briefly discuss some proper-
ties of the spacetime geometry defined by Eqs. (1), (2),
and (3). The spacetime metric can be constructed by

1
The proof stems from the fact that the charges canonically gener-

ate the transformations {Q[⇤], Q[⇤̄]} = �̄Q[⇤] [22]. Considering
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The term inside the integral vanishes by virtue of the recurrence

relation (21).
2
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�⇤̄ � �̄⇤ +
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⇤, ⇤̄

⇤
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the involution of the canonical generators (28) under Poisson
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⇥
⇤, ⇤̄
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= 0. The temporal component
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means of Eq. (6), considering a radial group element cho-
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±(⇢) = exp
⇥
± log

�⇢
`

�
L0

⇤
. Note that the bound-

ary dynamics arises from the asymptotic behavior of the
lapse function and shift vector [23], which depend on the
dynamical functions and consequently induce a nontriv-
ial surface evolution at the boundary. This property has
been used previously in Refs. [24] and [25] to connect the
dynamics of AdS3 general relativity with the KdV and
Gardner integrable hierarchies, respectively.

The parameters ⇠± are absent from the field equations
(12). However, for a given solution of Eq. (12), differ-
ent values for the parameters corresponds to nonequiv-
alent geometries. Indeed, classical solutions in three-
dimensional gravity can be classified by the trace of the
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�
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H
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±
'd'

�
, which is a gauge invariant

quantity. It characterizes the three conjugacy classes of
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where, p
±
0 and r

±
0 are the zero modes of the

Fourier expansions p
± =

P
n p

±
n exp(in') and r

± =P
n r

±
n exp(in'). If M±

< 2, the configuration represents
the elliptic conjugacy class and corresponds to classical
particle sources, inducing conical singularities. The case
M

±
> 2 typifies hyperbolic elements of SL(2,R) that

characterize black hole solutions. The last possible sce-
nario, M± = 2, leads to parabolic conjugacy classes and
describe extremal black holes.

Remarkably, the three above configurations are attain-
able. If p

±
0 and r

±
0 are both positive or both negative,

the solutions generically represent non stationary black
holes. Conical singularities and extremal black holes are
obtained if p±0 and r

±
0 have opposite signs, while select-

ing a suitable value for ⇠±, which as mentioned before, is
not fixed by the dynamical equations.

Once a solution of the equations of motion (12) is
found, the geometry described by Eqs. (1), (2), and
(3), renders a solution of three-dimensional Einstein’s
equations. Hence, it corresponds to a locally AdS space-
time. The global properties described by zero modes
can be constructed by means of identifications of global
AdS [27]. Higher order modes, characterized by AKNS
charges, correspond to large gauge transformations (26).
Furthermore, there are nonpermissible gauge transforma-
tions that do not preserve the boundary conditions (9)
and (10), such as locally recasting the metric into dif-
ferent forms, for example, into a conformally flat space-
time or near horizon geometries [28]. Their action map
spacetimes with different asymptotic behavior leading to
distinct conserved charges and symmetry algebras. One
example of this issue was found in Ref. [28], where the
relationship between Brown-Henneaux and the soft hairy
black holes boundary conditions was established. Analo-
gously, integrable systems can also be related through a
gauge transformation, like the nonlinear Schrödinger and
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where ` stands for the AdS3 radius. The spacetime metric
components contain two sets of dimensionless functions
{A

±
, B

±
, C

±
, p

±
, r

±
}, labeled by ± superscript, and cho-

sen to depend only on the coordinates t and '. On the
other hand, the two quantities ⇠

± are constants without
dimensions.

The main result of this work resides in the fact that
the dynamical evolution of the above geometry, accord-
ing to Einstein’s equations with a negative cosmological
constant Rµ⌫ �

1
2Rgµ⌫ �

1
`2 gµ⌫ = 0, implies the following

relations,

±ṙ
± +

1

`

�
C

0±
� 2r±A±

� 2⇠±C±� = 0, (5a)

±ṗ
± +

1

`

�
B

0± + 2p±A± + 2⇠±B±� = 0, (5b)

A
0±

� p
±
C

± + r
±
B

± = 0. (5c)

Rµ⌫ �
1

2
Rgµ⌫ �

1

`2
gµ⌫ = 0

Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
dimensional gravity is captured by the torsionless con-
dition and the constant curvature equation (see, for ex-
ample, Ref. [16]). These equations, in turn, are equiv-
alent to the zero curvature conditions F

± = 0, where

F
± = dA

± + A
±
^ A

±. The metric field can be con-
structed from the gauge fields as

gµ⌫ =
`
2

2

⌦�
A

+
µ �A

�
µ

�
,
�
A

+
⌫ �A

�
⌫

�↵
, (6)

where h , i is the invariant bilinear form of the gauge
group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.

The boundary conditions comprise all the gauge fields
of the form [17]

A
± = b

⌥1(d+ a
±)b±1

, (7)

where the connections a± = a
±
'd'+a

±
t dt depend only on

t and '. Hence, the gauge group element b (⇢) completely
captures the radial dependence of the fields. Following
Ref. [18], the angular component reads as follows,

a
±
' = ⌥2⇠±L0 � p

±
L±1 + r

±
L⌥1. (8)

The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by

a
±
t =

1

`
(�2A±

L0 ±B
±
L±1 ⌥ C

±
L⌥1). (9)

As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
C with remarkable properties can be constructed recur-
sively; these are polynomials in ⇠ with coefficients de-
pending on p, r, and its derivatives. In order to find
them, it is useful to assume a finite expansion in powers
of ⇠,

A =
NX

n=0

An⇠
N�n

, B =
NX

n=0

Bn⇠
N�n

, C =
NX

n=0

Cn⇠
N�n

,

(10)
where N is an arbitrary positive integer. The ⇠

0 terms
in Eq. (5) then provide the dynamical equations

ṙ =
1

`
(�C

0
N + 2rAN ) , ṗ =

1

`
(�B

0
N � 2pAN ) . (11)

The remaining terms imply the following recursion rela-
tions for the coefficients in the expansion

A
0
n = pCn � rBn, (12a)

Bn+1 = �
1

2
B

0
n � pAn, (12b)

Cn+1 =
1

2
C

0
n � rAn, (12c)
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Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
dimensional gravity is captured by the torsionless con-
dition and the constant curvature equation (see, for ex-
ample, Ref. [16]). These equations, in turn, are equiv-
alent to the zero curvature conditions F

± = 0, where

F
± = dA

± + A
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±. The metric field can be con-
structed from the gauge fields as

gµ⌫ =
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where h , i is the invariant bilinear form of the gauge
group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.

The boundary conditions comprise all the gauge fields
of the form [17]

A
± = b

⌥1(d+ a
±)b±1

, (7)

A = b
�1(d+ a)b, (8)

a = a'd'+ atdt

where the connections a± = a
±
'd'+a

±
t dt depend only on

t and '. Hence, the gauge group element b (⇢) completely
captures the radial dependence of the fields. Following
Ref. [18], the angular component reads as follows,

a
±
' = ⌥2⇠±L0 � p

±
L±1 + r

±
L⌥1. (9)

a' ⇠ 2i�L0 � q(', t)L1 + r(', t)L�1 (10)

U =

✓
�i� q(', t)

r(', t) i�

◆
. (11)

The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by

a
±
t =

1

`
(�2A±

L0 ±B
±
L±1 ⌥ C

±
L⌥1). (12)

at ⇠ �2A(', t)L0 �B(', t)L1 + C(', t)L�1 (13)

V =
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A(', t) B(', t)
C(', t) �A(', t)

◆
. (14)

As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and

Generators

Boundary conditions
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Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
dimensional gravity is captured by the torsionless con-
dition and the constant curvature equation (see, for ex-
ample, Ref. [16]). These equations, in turn, are equiv-
alent to the zero curvature conditions F

± = 0, where
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±. The metric field can be con-
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where h , i is the invariant bilinear form of the gauge
group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.

The boundary conditions comprise all the gauge fields
of the form [17]

A
± = b

⌥1(d+ a
±)b±1

, (7)

where the connections a± = a
±
'd'+a
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t dt depend only on

t and '. Hence, the gauge group element b (⇢) completely
captures the radial dependence of the fields. Following
Ref. [18], the angular component reads as follows,
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The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by
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As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
C with remarkable properties can be constructed recur-
sively; these are polynomials in ⇠ with coefficients de-
pending on p, r, and its derivatives. In order to find
them, it is useful to assume a finite expansion in powers
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Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
C with remarkable properties can be constructed recur-
sively; these are polynomials in ⇠ with coefficients de-
pending on p, r, and its derivatives. In order to find
them, it is useful to assume a finite expansion in powers
of ⇠,
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where N is an arbitrary positive integer. The ⇠
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The remaining terms imply the following recursion rela-
tions for the coefficients in the expansion
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± are constants without
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The main result of this work resides in the fact that
the dynamical evolution of the above geometry, accord-
ing to Einstein’s equations with a negative cosmological
constant Rµ⌫ �
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±ṙ
± +

1

`

�
C

0±
� 2r±A±

� 2⇠±C±� = 0, (5a)

±ṗ
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Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±
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where ` stands for the AdS3 radius. The spacetime metric
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Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
dimensional gravity is captured by the torsionless con-
dition and the constant curvature equation (see, for ex-
ample, Ref. [16]). These equations, in turn, are equiv-
alent to the zero curvature conditions F

± = 0, where
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where h , i is the invariant bilinear form of the gauge
group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.

The boundary conditions comprise all the gauge fields
of the form [17]

A
± = b

⌥1(d+ a
±)b±1

, (7)

A = b
�1(d+ a)b, (8)

a = a'd'+ atdt

where the connections a± = a
±
'd'+a
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t dt depend only on

t and '. Hence, the gauge group element b (⇢) completely
captures the radial dependence of the fields. Following
Ref. [18], the angular component reads as follows,
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The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by

a
±
t =

1
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(�2A±

L0 ±B
±
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±
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As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
C with remarkable properties can be constructed recur-
sively; these are polynomials in ⇠ with coefficients de-
pending on p, r, and its derivatives. In order to find
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±ṙ
± +

1

`

�
C

0±
� 2r±A±

� 2⇠±C±� = 0, (5a)

±ṗ
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Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
dimensional gravity is captured by the torsionless con-
dition and the constant curvature equation (see, for ex-
ample, Ref. [16]). These equations, in turn, are equiv-
alent to the zero curvature conditions F
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where h , i is the invariant bilinear form of the gauge
group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.

The boundary conditions comprise all the gauge fields
of the form [17]

A
± = b

⌥1(d+ a
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, (7)
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t dt depend only on

t and '. Hence, the gauge group element b (⇢) completely
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The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by
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incides with Eq. (5).
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A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
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sively; these are polynomials in ⇠ with coefficients de-
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Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
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As expected, the vanishing of the curvature two-form co-
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The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by
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As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
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where ` stands for the AdS3 radius. The spacetime metric
components contain two sets of dimensionless functions
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±
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±
}, labeled by ± superscript, and cho-

sen to depend only on the coordinates t and '. On the
other hand, the two quantities ⇠

± are constants without
dimensions.

The main result of this work resides in the fact that
the dynamical evolution of the above geometry, accord-
ing to Einstein’s equations with a negative cosmological
constant Rµ⌫ �

1
2Rgµ⌫ �

1
`2 gµ⌫ = 0, implies the following

relations,
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Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
dimensional gravity is captured by the torsionless con-
dition and the constant curvature equation (see, for ex-
ample, Ref. [16]). These equations, in turn, are equiv-
alent to the zero curvature conditions F

± = 0, where
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± = dA
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±. The metric field can be con-
structed from the gauge fields as
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where h , i is the invariant bilinear form of the gauge
group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.

The boundary conditions comprise all the gauge fields
of the form [17]

A
± = b

⌥1(d+ a
±)b±1

, (7)

A = b
�1(d+ a)b, (8)

a = a'd'+ atdt

where the connections a± = a
±
'd'+a
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t dt depend only on

t and '. Hence, the gauge group element b (⇢) completely
captures the radial dependence of the fields. Following
Ref. [18], the angular component reads as follows,
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L⌥1. (9)

The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by
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t =
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As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
C with remarkable properties can be constructed recur-
sively; these are polynomials in ⇠ with coefficients de-
pending on p, r, and its derivatives. In order to find
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of ⇠,

A =
NX

n=0

An⇠
N�n

, B =
NX

n=0

Bn⇠
N�n

, C =
NX

n=0

Cn⇠
N�n

,

(11)
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and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].
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tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
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whose generators are finite and integrable, (iii) it must
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the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
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group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.

The boundary conditions comprise all the gauge fields
of the form [17]

A
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where the connections a± = a
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t dt depend only on

t and '. Hence, the gauge group element b (⇢) completely
captures the radial dependence of the fields. Following
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The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by
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A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
C with remarkable properties can be constructed recur-
sively; these are polynomials in ⇠ with coefficients de-
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Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
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The guideline for the remainder of this Letter is to
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the dynamics of AdS3 Einstein gravity.
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mulation of AdS three-dimensional gravity [14, 15]. In
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relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
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±ṗ
± +

1

`

�
B

0± + 2p±A± + 2⇠±B±� = 0, (5b)

A
0±

� p
±
C

± + r
±
B

± = 0. (5c)

Rµ⌫ �
1

2
Rgµ⌫ �

1

`2
gµ⌫ = 0

Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
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tions is a direct consequence of a precise choice of
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is possible when adopting boundary conditions for a
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under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
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the dynamics of AdS3 Einstein gravity.
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± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by
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As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
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where ` stands for the AdS3 radius. The spacetime metric
components contain two sets of dimensionless functions
{A
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, B
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±
, p

±
, r

±
}, labeled by ± superscript, and cho-

sen to depend only on the coordinates t and '. On the
other hand, the two quantities ⇠

± are constants without
dimensions.

The main result of this work resides in the fact that
the dynamical evolution of the above geometry, accord-
ing to Einstein’s equations with a negative cosmological
constant Rµ⌫ �

1
2Rgµ⌫ �

1
`2 gµ⌫ = 0, implies the following

relations,
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Here the dot and prime stand for the temporal and an-
gular derivatives, respectively. Remarkably, Eqs. (5) are
two independent copies of the well-known AKNS system
and therefore, two copies of the zero curvature formula-
tion method from integrable systems [11].

As shown below, this geometrization of AKNS equa-
tions is a direct consequence of a precise choice of
boundary conditions for the gravitational field, i.e.,
the specification of the behavior of the metric field
components near some surface. Although some freedom
is possible when adopting boundary conditions for a
gravitational theory, a reasonable choice should fulfill
a number of requirements [13]: (i) it should render a
well-defined action principle, (ii) it must be invariant
under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
include physically interesting solutions, e.g., black holes.
The guideline for the remainder of this Letter is to
show the construction and consistency of boundary
conditions that relate the AKNS integrable system with
the dynamics of AdS3 Einstein gravity.

AKNS boundary conditions for the gravitational field.
The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
of two independent Chern-Simons actions with gauge
group SL(2,R) and level k = `/4G, where G repre-
sents Newton’s constant. The two gauge connections A±

are related to the dreibein e and spin connection ! by
A

± = ! ± e/`. The first-order formulation of three-
dimensional gravity is captured by the torsionless con-
dition and the constant curvature equation (see, for ex-
ample, Ref. [16]). These equations, in turn, are equiv-
alent to the zero curvature conditions F

± = 0, where
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where h , i is the invariant bilinear form of the gauge
group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
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where the connections a± = a
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t dt depend only on

t and '. Hence, the gauge group element b (⇢) completely
captures the radial dependence of the fields. Following
Ref. [18], the angular component reads as follows,
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The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by

a
±
t =

1

`
(�2A±

L0 ±B
±
L±1 ⌥ C

±
L⌥1). (9)

As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
at. A broad family of inequivalent choices for A, B, and
C with remarkable properties can be constructed recur-
sively; these are polynomials in ⇠ with coefficients de-
pending on p, r, and its derivatives. In order to find
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under a nontrivial group of asymptotic symmetries,
whose generators are finite and integrable, (iii) it must
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The guideline for the remainder of this Letter is to
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the dynamics of AdS3 Einstein gravity.
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The construction of boundary conditions has much sim-
pler pathway when carried out in the Chern-Simons for-
mulation of AdS three-dimensional gravity [14, 15]. In
this approach, the theory is described by the difference
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group. The sl (2,R) algebra is spanned by Ln genera-
tors, where n 2 {�1, 0, 1}, satisfying the commutation
relation [Ln, Lm] = (n�m)Ln+m. In this basis, the
nonvanishing components of the invariant bilinear form
are hL1, L�1i = �1 and hL0, L0i = 1/2.

The boundary conditions comprise all the gauge fields
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captures the radial dependence of the fields. Following
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The component along L0 is chosen to be a constant with-
out variation at the boundary. The remaining compo-
nents p

± and r
± are the fields carrying the boundary

dynamics of the theory. In addition, the temporal com-
ponent of the gauge connection is given by
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As expected, the vanishing of the curvature two-form co-
incides with Eq. (5).

Unless stated otherwise, only the + copy is treated in
the following and the superscript ± is removed. Similar
considerations can be applied to the � copy.

A further specification of the boundary conditions is
provided by choosing a precise form of the functions in
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±ṙ
± +

1

`

�
C

0±
� 2r±A±

� 2⇠±C±� = 0, (5a)

±ṗ
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of the form [17]
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the AKNS metric. Geometrically speaking, the integrable dynamics live on a circle (or in
a cilinder) at infinity. The AKNS metric describes a special set relaxed AdS3 boundary
conditions and it is given by
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The temporal coordinate t range in R, (⇢,�) are defined on the polar plane and ` is the
AdS3 radius. All the functions p±, r± and A

±
, B

±
, C

± depend on t,� except from �
± that

are constants without variation. The AKNS metric can also be written in a more compact
form
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When we consider the Einstein’s equations with a negative cosmological constant

Rµ⌫ �
1

2
Rgµ⌫ �

1

`2
gµ⌫ = 0 , (2.2)

for the spacetime given by (2.2), the resulting field equations are given in terms of the
following relations,
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±ṗ
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±
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± = 0 . (2.3c)
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• Non-local PT - inspired solutions 

• Flat-limit of the AKNS boundary conditions

• Conformal symmetry AdS/CFT

• Interpretation of the quantum linear problem and black hole entropy

• Gravity analogue for integrable systems related by gauge transformations

• Higher dimensions and further hierarchies

• Different generating solution schemes

• How are these results connected with self-dual Yang-Mills description of 

integrable systems & Ward conjecture?  
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Outline

4 Discussion

• Many open problems and new physics in solitons theory

• Meaning of complex and non-local solitons

• New ways to investigate gravity and more to be explored

• Electromagnetic solutions, self dual Yang-Mills and beyond

•Applications for AdS/CFT integrability?
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