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Motivation 

computersecuritypgp.blogspot.com  

The goal of our research 

was to measure the impact 

of training datasets on 

accuracy of machine 

learning Network Intrusion 

Detection System 

(NIDS) models. 



4 
Datasets 

- UNSW-NB15 

- BoT-IoT 

- ToN-IoT 

- CIC-CSE-IDS2018  

Percentage of datasets consisting of particular class. 



5 
Features 

• Originaly there have been 43 derived 

from flow and other data. 

• Some features have been discarded 

• Ultimately 32 features were 

considered for each record.  



3 
Classifiers 

 

• Decision Tree Classifier  

• Random Forest Classifier  

• Extra Trees Classifier 

Test have been conducted both on default 

as well as optimized hiperparameters 



3 Experiments 

 

1. Training each classifier on every dataset 

2. Tests for each model on every dataset 

3. Accuracy measured separately for each class 

4. Accuracy = (TP + TN)/(All records) 



5   Results 

Results for Decision Tree Classifier 



5 Results 

1. Results in tests may vary greatly between testing on 

dataset model was trained on and testing on other 

datasets. 

2. Optimizing classifiers improves performance on 

datasets training was perfomed but may decrease for 

others. 

3. The greatest variance in results was found in Benign, 

DDoS and DoS classes 



5 

Conclusions 

1. There is a need to carefully select the training 

data for IDS models 

2. The set-up specific properties as well as great 

diversity of traffic present obstacle in training 

effective models. 

3. For IDS model there is a risk of selection bias, 

sampling bias, exlcusion bias as well as 

reporting bias. 
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