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Organism Datasets

▪ We used image collections of three taxonomic groups of organisms: Fish (containing ~10k 
images), Birds (containing ~10k images), and Butterflies (containing ~10k images), obtained by 
taking subsets of the FishAIR dataset, the CUB dataset, and the Cambridge Butterfly dataset.
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▪ All VLMs show poor accuracy on open questions but perform better on MC
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▪ We leveraged expert annotations of biologists to generate the ground-truth data that comprises 
approximately 469k question-answer pairs for the ~30k biological images across all tasks.

Scientific Tasks

▪ The Bird dataset shows better accuracy than the Fish or Butterfly dataset.

▪ VLMs struggle to localize traits in images.

▪ Counting biological traits is difficult for VLMs.

▪ The pretrained VLMs generally perform best on the easy set and worst on
the hard set for each organism.

▪ By comparing BioCLIP with CLIP, we can see that finetuning foundation
models with biological data provide large gains in classification
performance.

▪ From our prompting experiments, providing extra context and caption is
more useful for GPT-4V and GPT-4o than the smaller models.

▪ GPT-4V often responded by apologetic expressions, admissions of an
inability to visualize the organism precisely, and disclaimers regarding
prediction without sufficient expert data and guidance.

▪ Image resolution influences the VLM performance for the Fish-10K dataset
since higher resolution helps recognize the details of the biological traits
and correct species.

Images are increasingly becoming the currency for documenting biodiversity on the planet, providing novel
opportunities for accelerating scientific discoveries in the field of organismal biology, especially with the advent of large
vision-language models (VLMs). We ask if pre-trained VLMs can aid scientists in answering a range of biologically
relevant questions without any additional fine-tuning.

• In this work, we evaluate the effectiveness of 12 state-of-the-art (SOTA) VLMs in the field of organismal biology using
a novel dataset, VLM4Bio, consisting of 469K question-answer pairs involving 30K images from three groups of
organisms: fishes, birds, and butterflies, covering five biologically relevant tasks.

• We also explore the effects of applying prompting techniques and tests for reasoning hallucination on the
performance of VLMs, shedding new light on the capabilities of current SOTA VLMs in answering biologically
relevant questions using images.

Challenge: Understanding scientific images requires knowledge of domain-specific terminologies and reasoning that are 
not fully represented in conventional image datasets used for training VLMs. 
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