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We introduce the framework of 
Hierarchy aligned Commonality through 
Prototypical Networks (HComP-Net)

HComP-Net learns hierarchical prototypes 
with a known hierarchy such as phylogeny

The prototypes represent traits shared by all 
the leaf descendants with common ancestor 
that are not present in other species

Abstract

Problem Statement
Existing Hierarchical Prototypical network 
(HPnet) [2] based on ProtoPNet [3] is prone to 
over-specificity and lack of semantic 
correspondence

At internal nodes, HPnet can learn prototypes 
that represent traits of one or few species 
rather than what is common to all leading to 
over-specificity 

A learned prototype can represent different 
visual concept in different images leading to 
lack of semantic correspondence making 
interpretations unreliable.

Proposed Solution
HComP-Net learns common traits shared by all 
descendant species of an internal node and 
avoids the learning of over-specific prototypes 
using a novel over-specificity loss

We further introduce a masking module to 
identify and ignore over-specific prototypes

We also adopt contrastive learning approach 
from PIPNet [1] to improve semantic 
correspondence and make interpretations 
reliable

Methodology
Contrastive learning is achieved through 
alignment and tanh losses as introduced in 
PIPNet

Over-specificity loss is formulated as follows

Masking module is used to identify the 
prototypes that do not represent a shared trait. 
Masking module is attached to every 
prototype. The learned mask indicates whether 
the prototype is over-specific or not

Results
Classification performance

Part purity: Prototypes that represent the 
same part (eye, beak, tail, etc.) in Top-10 
closest images have part purity close to 1
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