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File TransferDataFed Client

• High-performance file transfer
• Management and logging
• Fine-grained access control  

• Data and metadata preservation
• Access control  
• Disaster recovery
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• Model libraries trained on collections of scientific images 
• Models trains on domain specific tasks (e.g., classifying wallpaper symmetry

• Interactive tool for image similarity projections, and interactive, search
• Facilities discovery without prior knowledge from minimally collated image 

data

• Novel approach to exploring collections of semi-structured data by extending 
the cell-centric indexing approach

• Easy data access and retrieval without knowledge of schema or data 
organization

• User-friendly interface for data exploration and retrieval

• Federated scientific data 
management system

• Read, write, and admin control at 
the user and group level

• Automated file collation and 
transfer via Globus

• Secure access controlled file 
transfer between institutional 
firewalls

• Standard schemes as complex graph 
relational queries 

• Fully functional command line 
interface and Python API

Cyberinfrastructure Challenges for Experimental Sciences
Most Data is 

Underanalyzed Data is not FAIR Cyberinfrastructure is not 
Science

Computation is Rarely 
Highly-Available

Non-Deterministic 
Computational Latency

• Data analysis takes much longer than 
acquisition  Analysis takes weeks-months

• Data is generally only accessible by 
originator

• Science is distributed; it is rare that data is 
collated  Most data is saved in folders in 
local file systems 

• Sharing between institutions is challenging

• Experimental scientists have training 
for functional computational literacy   
Minimal support for software development 

• Software contributions are undervalued

• Compute infrastructure is designed for 
simulations not experiments   Experiments 
cannot wait in a queue 

• Need for high-availability infrastructure

• Experimentalists rarely deploy 
deterministic low-latency computation  
excluding dynamic process control

• Software, algorithm, hardware codesign

• Horizontally scalable low-latency inference servers for dynamic loads
• Allows for rolling model deployment and updates with 0 down time

Python API for Experiment Integration 
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