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Evolution of AF definition 

● Analysis facilities have often been considered as 
something separate from the current grid infrastructure, 
mainly due to few aspects: 

○ Large scale interactivity for fast analysis cycles
○ Integration of cloud native technologies
○ Concetrating on python based parallelized workflows on 

reduced data formats (nanoAOD/PHYSLITE)
■ Assumption that data formats small enough to be local to the AF 

resources

● Reality is more complicated and the community agreed 
the AF have to be integrated with the existing 
infrastructured and preferably co-located to grid sites.
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Analysis Facilities
White Paper

● Contains the review of the 
R&D on analysis.

○ Since last year pre-CHEP 
workshop reviewed and 
incorporated >100 comments 
from all parties

● Now in finalised stage
○ Only endorsements

● To be published on arXiV on 
the 2nd of April. 

● Next stage will start at the 
WLCG/HSF workshop in May 

https://indico.cern.ch/event/1230126/timetable/#20230506.detailed
https://indico.cern.ch/event/1230126/timetable/#20230506.detailed
https://docs.google.com/document/d/1Pn9KWG-tGQ20OaNFUVlXLQddC7vFsQnu2EHR4DBfTjo/edit
https://indico.cern.ch/event/1369803/
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LHCC/WLCG/HSF
The Analysis Facilities is a community effort and is widespread and the 
LHCC has requested experiments to engage with the R&D and give a 
direction. 

WLCG has now incorporated Analysis Facilities in the strategy document

WLCG/HSF workshop sessions on AF and a lot of strategy discussion. 

https://cds.cern.ch/record/2861565/files/LHCC-154.pdf
https://docs.google.com/document/d/1TaPs8OBw2hJBEAXhcM3GeeccWchD1Ceb/edit
http://wlcg/HSF%20workshop%20sessions%20on%20AF
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Scaled up interactivity 
Dask and GPUs

● Accepted view is to have a seed of interactive resources 
and offload to a batch system/grid after the initial 
development from the same interface

○ Included dask jobs and jobs accessing GPUs

● Luke will present the tests done by Swift-HEP to try to apply this 
model using Dirac 



Analysis Facilities
An overview

Luke Kreczko
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GridPP/SWIFT-HEP joint 
meeting

https://indico.cern.ch/event/1366954/timetable/?view=standard
https://indico.cern.ch/event/1366954/timetable/?view=standard


Anatomy of an analysis 
workflow
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# The eternal loop of research
while True:
    idea = find_new_idea_or_use_existing_work()
    code = create_or_modify_code(idea)
    result = run_analysis_on_any_computer_available(code)
    understanding = try_to_understand_results(result)
    
    if understanding.has_aha_moment():
        publish_results(understanding)
        celebrate()  # Optional: do a little dance
    else:
        groan()  # Sigh deeply and prepare for the next 
iteration
        find_coffee()  # Important: Refuel the researcher

    new_ideas = generate_new_ideas(understanding)
    if new_ideas.contains('Eureka'):
        break  # Break out of the loop to accept your Nobel 
Prize
    else:
        feedback = collect_feedback(new_ideas)
        apply_feedback_to_idea(feedback)

    # Sleep is for the weak; let's do another cycle!
    time.sleep(for_how_long='Just a blink, I promise')

# Note: This loop does not account for weekends or holidays 
(which are often mythical in research)



SWIFT-HEP 
context

Use existing resources (GridPP) 
to construct a (virtual) analysis 
facility

● Dask as user interface
● DIRAC for creating and 

scaling the cluster
● Rucio for data replication

Simplify grid resource access:
● Submit via Jupyter 

notebooks
● Use Dask tools for 

interactive progress map
● Without voms-proxy-init?
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Tests with RAL PPD

RAL has nodes which have open 
ports. Will have to discuss security 
settings to run the prototype on 
multiple sites

Can look at some basic 
benchmarking
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Going beyond a single site

Use the Analysis Grand Challenge as 
a test case (CMS data)

Workers and Scheduler needed to 
be able to talk to each other -> 
firewalls stop prevent this traffic

Science DMZ (all GridPP) would be 
great; Software alternatives (e.g. 
Zenith) exist

https://github.com/stackhpc/zenith
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Going beyond a single site

Use the Analysis Grand Challenge as 
a test case (CMS data)

Workers and Scheduler needed to 
be able to talk to each other -> 
firewalls stop prevent this traffic

Science DMZ (all GridPP) would be 
great

Note: Efficiency of such a split is under 
investigation.

All data is transferred back to scheduler



Virtual Analysis Facility
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Real analysis a bit more complicated. See 
“Fine-Grained HEP Analysis Task Graph 

Optimization
with Coffea and Dask“

For a more detailed view

https://indico.jlab.org/event/459/contributions/11533/attachments/9496/13762/CoffeaCHEP_LindseyGray_09052023.pdf
https://indico.jlab.org/event/459/contributions/11533/attachments/9496/13762/CoffeaCHEP_LindseyGray_09052023.pdf
https://indico.jlab.org/event/459/contributions/11533/attachments/9496/13762/CoffeaCHEP_LindseyGray_09052023.pdf
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For more details, see Sam’s talk tomorrow 
afternoon

https://indico.cern.ch/event/1366954/timetable/?view=standard#73-analysis-facility-progress
https://indico.cern.ch/event/1366954/timetable/?view=standard#73-analysis-facility-progress


Summary

SWIFT-HEP (WP1+5) is working 
on a virtual analysis facility

● Use FOSS tools (e.g Dask) to 
simplify access to the grid

● Understand the benefits 
and downsides of such a 
system

● Build with other 
developments in mind (e.g. 
IRIS-HEP)

SWIFT-HEP phase 2: 
AI-optimized analysis ;) 
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