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Overview
 I’ll only talk about technical issues in this talk. Will 

leave the policy issues to the more qualified 
personnels. 

 No matter who runs our job on the cloud, and 
which cloud they run on (commercial  or pledged 
resources), who pays for it, we need an easy and 
user-transparent way to scale our jobs to the cloud

 And we don’t have a way to do that
 What are needed, and what can we do?

Let’s see... 
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Mode of Operation
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Who calls for Scale-Up?
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Modes of Operation?
Centralized:

• Like a tier2 in the sky, deployed by one, run jobs for 
many.

• E.g. the cluster we are building on Magellan (details 
later in the talk)

De-centralized:

• Deployed (and paid) by one, run jobs for himself 
(e.g. a univ. prof with a credit card and a paper 
deadline)

Both modes are possible. Independent of which mode, we 
face the same problems...
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Cloud Problems
What do we need to solve?

• Agility (Super Scalable! Isn’t it supposed to be a 
benefit?)

• Yes, but there’s no easy way to use it so far (how 
to setup the resource to run ATLAS, how to 
distribute jobs, etc)

• Data (Two aspects):

• Getting data from/to cloud is expensive and 
inefficient

• Storing the data in the cloud is tricky. 
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Several Key Components are need to solve these problems...
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Key Components 
Needed for us to use the Cloud

 Software Stack 
 Data Handling 
 Job Scheduling 
 Cluster Control/

Management
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We need them to be scalable, efficient, and user friendly
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Software Stack
Key Components for ATLAS on the Cloud
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Thanks to CernVM(-FS)
 Everything except data is provided by CernVM-FS 
 Use CernVM we also get an OS for free
 With proxy servers, it can scale as big as we need
 Cloud Ready, Great!
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Data Handling
Key Components for ATLAS on the Cloud
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 Storage on Worker:
 Very Important:  we can’t dedicate too many storage nodes, that’s 

waste of money (when no worker is running)
 Smarter Data Transfer

 Pre-staging dataset, reuse of data across jobs, etc
 Possible Solutions:

 Mount HDFS across the scalable cluster
 transparent add/remove node (Agility required)
 Simplify data staging (1-step staging, no need to move from 

storage to worker)
 Xrootd confederation (discover/transfer data better)
 Reserved links (when possible, reduces transfer time)
 ... ... 
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Job Scheduling
Key Components for ATLAS on the Cloud
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Panda
 Well tested, works well for ATLAS jobs
 Low overhead (management, etc)
 “Data Smart”, sort of
 Schedule whole node jobs with AthenaMP (much 

easier to handle when trying to take a node offline)
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Cluster Control/Management
Key Components for ATLAS on the Cloud
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We need a tool to:
 Allocate cloud resource when needed, release resource when 

done

 Configure the resources to do ATLAS work
 tasks like: install CernVM-FS, configure HDFS, setup Panda, etc.
 note that: each of the above task needs an expert to do

 Any one who need to setup such a cluster should be able to do 
this with one button click (especially for de-centralized modes) 

We developed CloudCRV to do this job...
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An Analogy
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Parts in a Fridge

Manufacture

 Fridge

A Cluster A Fridge

Various of Apps and Services Parts in a Fridge

Computing Power from Cloud Electricity

Cloud Provider Electricity Provider

Cluster Designer Fridge Manufacturer

Cluster Manager/Deployer Fridge User 

Design a Cluster Manufacture a Fridge (Need expert)

Deploy a Cluster Plug the Fridge to the Wall (Simple)

Su
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The guy who 
needs to deploy 

a Cluster

Plug and Use

Yes, We want 
something this 
simple!!!
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Pack and Ship ATLAS Cluster 
like a Fridge
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The Components (roles) 
in an ATLAS Cluster

Zoom out version in Backup Slides Expert

Create a Virtual 
Cluster Appliance

Ship to cluster 
manager

Remember those univ. profs 
with credit cards? Or his 

postdoc?
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Deploying an ATLAS Cluster like 
Plugging in a Fridge
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•  Allocate Resources
• Configure Services

Start Up 
CloudCRV

Specify a Virtual 
Cluster 

Appliance 

Set basic 
Parameters

Eg. EC2 Account?

Click the Deploy 
Button

Cluster Manager

IaaS Cloud

Cluster Users

Submit Jobs, etc
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The ATLAS 
Virtual Cluster Appliance
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ATLAS Virtual Cluster Appliance
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• Scale on-demand

• Storage on Worker (HDFS)
• Panda Based

• High Speed Data Link
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CloudCRV in Action
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Login
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List of Clusters
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List of Roles
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List of ResourcePool/VM
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Click the Start Button
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Click
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Resources Allocated
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Roles Defined
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Cluster Ready
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Testing The Cluster
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Summary
• We need a way to use the resource on the cloud!

• We propose to use CloudCRV and Virtual Cluster 
Appliance to help deploy ATLAS Cluster to the 
Cloud

• Key components: Software Stack, Job 
Scheduling, Data Handling

• As a proof of concept, we are building an 
ATLAS cluster on Magellan

• Help needed! We need to work together!
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Cost?
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EC2 is costly so far, however...
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Cost Estimate (Cost per 1K Evt)
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Reconstruction

Assume we run 8 concurrent jobs for all cases, the cost per 1k event is calculated.

Cost	  /	  1K	  Event	  
(USD)

EC2EC2 Tier3	  Size	  
Center

Large	  Center	  
(hundreds	  K	  cores)	  

Cost	  /	  1K	  Event	  
(USD) m1.xlarge cc1.4xlarge

Tier3	  Size	  
Center

Large	  Center	  
(hundreds	  K	  cores)	  

Simula/on 37 26 11 5

Reconstruc/on 1.88+Storage 1.24+Storage 0.48 0.24

Details please refer to my talk in the previous ATLAS SW Workshop
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However with EC2 spot 
instances, the game 
might change!

Stay Tuned for the next talk...
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Backup

30

Thursday, May 19, 2011



Roles in An ATLAS Cluster
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Cost Calculation Assumptions

• m1.xlarge: $0.19 per core-hour (Storage excluded)

• c1.xlarge: $0.20 per core-hour  (Storage excluded)

• For US ATLAS Tier3 Center a rough estimate is 
around $0.05-0.10 per core-hour (including initial 
hardware and support), we use the number 
$0.08 (Storage included)

• Large data centers (hundreds of K cores), $0.02-0.06 
per core-hour, we use the number $0.04 
(Storage included) 
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Not for accurate calculation, cost might be different for 
individual computer center. 
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