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Workflow Transitions

e Changes to hardware and software configurations for a given workflow can
greatly impact its runtime performance.

e Such changes allow users to transition longer running high-throughput
workflows towards shorter running highly concurrent workloads

e Notably, as the individual tasks of a workflow become shorter, execution
tends to be dominated by task startup.

e This startup includes transferring and loading data dependencies.
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Workflow Reshaping
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Application Stack Evolution
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Runtime Architecture
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TaskVine: Worker Architecture
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Serverless Execution

Define ordinary Python functions

def my_sum(x, y):

import numpy
return x+y

def my_mul(x, y):

+*+
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import tensorflow
return x*y

Create a library object from functions
= m.create_library_from_functions(
"my library", my_sum, my mul)

Install the library on all workers.
.install library(L)

= FunctionCall(‘my_library’, ‘my mul’, 2, 17)
.submit(f)
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TaskVine Worker
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DASK DAG Manager Integration: DaskVine

from coffea.nanoevents import NanoEventsFactory
from ndcctools.taskvine import DaskVine

m = DaskVine(name="noncompus-mentis")
events = NanoEventsFactory.from_root(
{"file:///data//Run2012B_SingleMu.root": "/Events"},
metadata={"dataset": "SingleMu"}
).events()

y': (inc, 'x'),

Z: (add, y', 10)} gl_hist = (
hda.Hist.new.Reg(100, 0, 200, name="met", label="$E_{T}*{miss}$ [GeV]")
.Double()

.fill(events.MET.pt)

gl_hist.compute(

scheduler=m.get,

lazy transfers=True,

task mode="function-calls", lib_resources={'cores’:12, ‘slots’:12}
) .plotld()
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https://cctools.readthedocs.io

https://ccl.cse.nd.edu/software/taskvine
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. . TaskVine

TaskVine is a framework for building large scale data intensive dynamic workflows that run on HPC clusters, GPU
clusters, and commercial clouds. As tasks access external data sources and produce their own outputs, more and more
data is pulled into local storage on workers. This data is used to accelerate future tasks and avoid re-computing exisiting
results. Data gradually grows "like a vine" through the cluster. TaskVine is our third-generation workflow system, built
on our twenty years of experience creating scalable applications in fields such as high energy physics, bioinformatics,

molecular dynamics, and machine learning.
Install TaskVine

Quick User Overview
Start Manual Slides

conda install -c conda-forge ndcctools 11



https://ccl.cse.nd.edu/software/taskvine
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Extra Slide: Utilizing In-Cluster CCTOOIS
Bandwidth and Disk (animation not in pdf)
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