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Background estimation  
•Prompt backgrounds rely on 
the simulation 

•Nonprompt backgrounds 
estimated by data-driven 
“Matrix method” 

•Estimated events are 
validated using control/
validation regions

ProductionDecay

Analysis signature 
• Opposite-Charge eµ pair 
• Third lepton coming from 
leptonic top quark decay 

• One b-jet,  
• one/zero light jet (u/c)
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• The analysis utilizes boosted decision trees to separate 
background processes from a possible signal.

•Separately trained for top decay (m( ) < 150 GeV) 
and production (m( ) > 150 GeV) enriched regions

𝑒𝜇
𝑒𝜇



Introduction and overview

� Test universality of couplings to leptons and possible violations of the SM using top quarks

� New results in the last year:
� Lepton flavour universality e/µ
� Searches for charged-lepton flavour violation 
  (eµ trilepton, µt trilepton, µt hadronic            )
� Search for baryon number violation
� Search for heavy right-handed Majorana neutrinos

� All results shown here use the full Run 2 datasets ℒ = 138-140 fb-1, √s = 13 TeV
� Detailed tables of results are given in the backup slides
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Lepton flavour universality e/µ

� Lepton flavour universality (LFU) is a fundamental axiom 
of SM:
� Couplings of charged leptons 𝑒, 𝜇 and 𝜏 to W, Z are 

independent of the lepton masses
� Hints of departures from LFU in various sectors
� Test at high momentum in W bosons from top

� Overall scheme
� Measure ratio 

� Ratio reduces impact of lepton identification uncertainties
� Select 𝑡 ̅𝑡 events with 𝑒𝜇 / 𝑒𝑒 / 𝜇𝜇 and 1 or 2 b-tagged jets
� Select inclusive Z events with 𝑒𝑒 / 𝜇𝜇 
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where / is the average / ! ✓✓ branching ratio and �/ = (' ``/44

/
� 1)/(' ``/44

/
+ 1), in analogy to Eq. (3).

Potential biases in the modelling of the lepton isolation efficiency in the busy hadronic environment of
/ +1-jet events (in particular differences between electrons and muons as discussed in Section 5) were taken
into account by an additional ratio ' ``/44

/+1
and associated parameter �/+1 = (' ``/44

/+1
� 1)/(' ``/44

/+1
+ 1).

With these ingredients, the values of 6:
✓✓

0 for /+jets events are given by

6/+jets
44

= (1 � �/ ) (1 � �/+1)

6/+jets
4`

= 1
6/+jets
``

= (1 + �/ ) (1 + �/+1)

. (6)

The contributions to the backgrounds in Eqs. (1) and (2) from events with misidentified leptons were
evaluated using a partially data-driven method, as discussed below.

The factors 6C C̄
✓✓

0 giving sensitivity to the ,-boson branching ratios are related to �, and hence ' `/4

,
by

Eqs. (3) and (4). However, to reduce sensitivity to uncertainties in the electron and muon identification
efficiencies, the fit was not performed with ' `/4

,
directly, but instead using ' `/4

,/
and ' ``/44

/
, where

' `/4

,/
=

' `/4

,q
' ``/44

/

=
B(, ! `a)

B(, ! 4a)
·

s
B(/ ! 44)

B(/ ! ``)
. (7)

The normalisation to
q
' ``/44

/
ensures that the numerator and denominator of ' `/4

,/
each contain one

power of the electron and muon efficiencies, reducing the sensitivity of ' `/4

,/
to uncertainties on these

efficiencies. The value of ' ``/44

/
needed in Eq. (7) was determined from the event counts in the inclusive

/ ! ✓✓ selection, #44

/
and #``

/
, given by

#44

/
= ! f/!✓✓ n/!44 (1 � �/ ) +

’
:=bkg

B:
/
#44,:

/
and

#``

/
= ! f/!✓✓ n/!`` (1 + �/ ) +

’
:=bkg

B:
/
#``,:

/
,

(8)

where n/!44 and n/!`` are the selection efficiencies in simulation assuming equal branching ratios for
/ ! 44 and / ! ``, and the factors involving �/ express the effects of deviations of ' ``/44

/
from unity.

Five sources of backgrounds were considered, indexed by :: dibosons, / ! gg ! 44/``, CC̄, ,C and
events with misidentified leptons. The first four were estimated from simulation, with the CC̄ background
being scaled according to the fitted value of f

C C̄
via its normalisation BC C̄

/
, and all other B:

/
values were fixed

to unity. The misidentified-lepton background was estimated from data as discussed below.

All fit parameters were determined simultaneously using a single maximum likelihood fit to the observed
event counts #4`

1 and #4`

2 in the 4` channel, the observed counts in each dilepton invariant mass bin #✓✓

1,<
and #✓✓

2,< for each same-flavour channel, and the observed counts #44

/
and #``

/
in the inclusive / ! ✓✓

selections. A Gaussian likelihood formulation was used, taking into account the probability distributions of
the weighted event counts in the `` and 4` channels. The fit has ten free parameters: the four parameters
of interest f

C C̄
, f/!✓✓ , ' `/4

,/
and ' ``/44

/
, the three 1-tagged jet efficiencies n✓✓0

1
, the scale factors B/+jets

1
and B/+jets

2 for the /+jets background, and the /+jets isolation efficiency parameter ' ``/44

/+1
. Apart from

the integrated luminosity ! and the misidentified lepton backgrounds, all other quantities were determined
from simulation, namely the efficiencies n✓✓0 , n/!44 and n/!``, 1-tagging correlations ⇠✓✓

0

1
, g fractions
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Lepton flavour universality e/µ

� Apply muon reweighting in (pT, |h|) to reduce kinematic 
differences between 𝑒 and 𝜇

� In-situ measurement of lepton isolation efficiencies
� Particularly important due to different 𝑡 ̅𝑡 and Z environments
� Measure efficiency vs lepton pT, |h|
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Lepton flavour universality e/µ
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In the same-flavour channels, the events were divided into six bins of <✓✓ to separate the CC̄ signal from the
large /+jets background. The bins were indexed by subscript <, with lower bin boundaries at 30, 71, 81,
101, 111 and 151 GeV, the last bin including all events with <✓✓ > 151 GeV. Using the extension of the
tagging formalism introduced in Ref. [74], the numbers of opposite-charge ✓✓ events in each bin < with
one and two 1-tagged jets, #✓✓

1,< and #✓✓

2,< can then be expressed as

#✓✓

1,< = !f
C C̄
n✓✓ 6C C̄

✓✓
2n✓✓

1
(1 � ⇠✓✓

1
n✓✓
1
) 5 ✓✓ ,C C̄1,< +

’
:=bkg

B:16
:

✓✓
5 ✓✓ ,:1,< #✓✓ ,:

1 and

#✓✓

2,< = !f
C C̄
n✓✓ 6C C̄

✓✓
⇠✓✓

1
(n✓✓

1
)
2 5 ✓✓ ,C C̄2,< +

’
:=bkg

B:26
:

✓✓
5 ✓✓ ,:2,< #✓✓ ,:

2 ,
(2)

with separate selection efficiencies n✓✓ and correlation coefficients ⇠✓✓

1
for each same-flavour channel

(✓✓ = 44 or ``). The coefficients 5 ✓✓ ,:1,< and 5 ✓✓ ,:2,< describe the <✓✓ distributions, giving the fractions of
events that appear in each mass bin, separately for each dilepton flavour ✓✓, event source : and 1-tagged jet
multiplicity (1 or 2).

This analysis allows the branching ratios B(, ! 4a) and B(, ! `a) to differ via a parameter �, ,
whilst keeping their average fixed to , = 0.1082, the Standard Model prediction used in the simulation. In
this model

' `/4

,
=
B(, ! `a)

B(, ! 4a)
=
, (1 + �, )

, (1 � �, )
, (3)

so that �, = (' `/4

,
� 1)/(' `/4

,
+ 1). The selected CC̄ dilepton samples also include events where one

or both leptons arise from a , ! g ! 4/` decay, and the branching ratios for , ! ga, g ! 4aā and
g ! `aā were kept fixed at the values in the simulation. With these assumptions, the factors 6C C̄

✓✓
0 in

Eqs. (1) and (2) are given by

6C C̄
44

= 5 440g (1 � �, )
2

+ 5 441g (1 � �, ) + 5 442g
6C C̄
4`

= 5 4`0g (1 � �, ) (1 + �, ) + 5 4`1g + 5 4`2g
6C C̄
``

= 5 ``0g (1 + �, )
2

+ 5 ``1g (1 + �, ) + 5 ``2g

, (4)

where the parameters 5 ✓✓
0

=g
give the fractions in each selected dilepton sample where = leptons resulted from

, ! g ! 4/` rather than direct , ! 4/` decays. These fractions were taken from simulation, and are
around 5 ✓✓

0

0g = 0.88, 5 ✓✓01g = 0.11 and 5 ✓✓
0

2g = 0.004 for all three dilepton flavour combinations. Increasing
5 ✓✓

0

1g by 1.3% and 5 ✓✓
0

2g by 2.6%, corresponding to the uncertainty of 1.3% in B(, ! ga)/B(, ! `a)

measured in Ref. [75], has a negligible effect on the fitted value of ' `/4

,
from this analysis.

The estimates of the ,C and diboson backgrounds #✓✓
0
,:

=
in Eqs. (1) and (2) (with : = ,C or diboson) were

taken directly from simulation, with B:
=

fixed to unity. However, since ,C events have two real , bosons
and the diboson background is dominated by ,, production, the corresponding values of 6:

✓✓
0 were set

equal to 6C C̄
✓✓

0 given by Eq. (4), effectively treating these backgrounds as signal for the determination of
' `/4

,
. The normalisation factors B/+jets

1 and B/+jets
2 for the /+jets background were determined from data,

exploiting the binning of the same-flavour dilepton events in <✓✓ , and applying the same factors to all three
dilepton channels. However, the introduction of the normalisation measurement of ' ``/44

/
also affects the

/+jets background estimate. Potential deviations of ' ``/44

/
from unity were described by a parameter �/ ,

related to ' ``/44

/
by

' ``/44

/
=
B(/ ! ``)

B(/ ! 44)
=

/ (1 + �/ )

/ (1 � �/ )
, (5)
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� Simultaneous maximum likelihood fit to 𝑡 ̅𝑡 events (“b-tag 
counting method”) and 𝑍 counts:
� Yields in 𝑡 ̅𝑡	→	𝑒𝜇	1𝑏/2𝑏	and 𝑍→𝑒𝑒/𝜇𝜇	regions
� 𝑚ℓℓ	spectrum in 𝑡 ̅𝑡→𝑒𝑒/𝜇𝜇	1𝑏/2𝑏	regions

� Parametrise fitted yields using deviations in BR

Average 
predicted 
BR in SM

Deviations

arxiv:2403.02133, accepted by EPJC
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Lepton flavour universality e/µ

� Apply the precise external LEP+SLD Z measurement to 
the fitted ratio:

� Measurement dominated by 
systematic uncertainties: PDF, 
modelling, lepton uncertainties

6

Table 4: Breakdown of the statistical and systematic uncertainties on the measured cross-sections f
C C̄

and f/!✓✓ ,
and on the ratios of branching ratios ' `/4

,/
and ' ``/44

/
.

Uncertainty [%] f
C C̄

f/!✓✓ ' `/4

,/
' ``/44

/

Data statistics 0.13 0.01 0.22 0.02
CC̄ modelling 1.68 0.03 0.10 0.00
Top-quark ?T modelling 1.42 0.00 0.06 0.00
Parton distribution functions 0.67 0.68 0.15 0.03
Single-top modelling 0.65 0.00 0.05 0.00
Single-top/CC̄ interference 0.54 0.00 0.09 0.00
/(+jets) modelling 0.06 0.73 0.13 0.20
Diboson modelling 0.05 0.04 0.01 0.00
Electron energy scale/resolution 0.05 0.06 0.10 0.11
Electron identification 0.10 0.07 0.04 0.13
Electron charge misidentification 0.06 0.06 0.01 0.13
Electron isolation 0.09 0.02 0.08 0.04
Muon momentum scale/resolution 0.04 0.02 0.06 0.04
Muon identification 0.18 0.12 0.11 0.23
Muon isolation 0.09 0.01 0.07 0.01
Lepton trigger 0.09 0.12 0.01 0.23
Jet energy scale/resolution 0.08 0.00 0.03 0.00
1-tagging efficiency/mistag 0.14 0.00 0.00 0.00
Misidentified leptons 0.17 0.02 0.15 0.05
Simulation statistics 0.04 0.00 0.06 0.00
Integrated luminosity 0.93 0.83 0.00 0.00
Beam energy 0.23 0.09 0.00 0.00
Total uncertainty 2.66 1.32 0.42 0.45

where the first uncertainties are statistical and the second systematic. A detailed breakdown of the
uncertainties is shown in Table 4. The value of ' ``/44

/
is 1.9 standard deviations below unity, hinting at a

potential bias in the electron or muon identification efficiencies. The normalisation of ' `/4

,/
by ' ``/44

/

via Eq. (7) protects ' `/4

,/
against such a bias, modulo differences in the lepton ?T and [ distributions in

dilepton CC̄ and / ! ✓✓ events.

Consistent results were found when analysing the 2015–16, 2017 and 2018 datasets separately. The
result for ' `/4

,/
was found to be stable when tightening the lepton ?T requirement progressively up to

?T > 40 GeV, and when tightening the [ requirement to |[ |<1.5, in each case removing around 40% of the
CC̄ sample. It also changed by less than 0.01% when removing the lowest <✓✓ bin from the fit, demonstrating
insensitivity to the mismodelling shown in Figure 4. This mismodelling is consistent between 44 and ``
channels, as can be seen from Figure 5, which shows the ratio of `` to 44 events in each invariant mass
bin, cancelling any common mismodelling. The data and fit predictions for this ratio agree well in all <✓✓

bins.

The measured value of ' `/4

,/
was converted to ' `/4

,
by using the external measurement of ' ``/44

/�ext =
1.0009 ± 0.0028 from LEP and SLD [13, 14], giving a result of

' `/4

,
= ' `/4

,/

q
' ``/44

/�ext = 0.9995 ± 0.0022 (stat) ± 0.0036 (syst) ± 0.0014 (ext) ,
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,/
by ' ``/44

/

via Eq. (7) protects ' `/4

,/
against such a bias, modulo differences in the lepton ?T and [ distributions in

dilepton CC̄ and / ! ✓✓ events.

Consistent results were found when analysing the 2015–16, 2017 and 2018 datasets separately. The
result for ' `/4

,/
was found to be stable when tightening the lepton ?T requirement progressively up to
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bins.

The measured value of ' `/4

,/
was converted to ' `/4

,
by using the external measurement of ' ``/44

/�ext =
1.0009 ± 0.0028 from LEP and SLD [13, 14], giving a result of

' `/4

,
= ' `/4

,/

q
' ``/44

/�ext = 0.9995 ± 0.0022 (stat) ± 0.0036 (syst) ± 0.0014 (ext) ,
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Table 4: Breakdown of the statistical and systematic uncertainties on the measured cross-sections f
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and on the ratios of branching ratios ' `/4

,/
and ' ``/44

/
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8 Conclusion

The ratio of branching ratios ' `/4

,
= B(, ! `a)/B(, ! 4a) has been determined using the complete

ATLAS Run 2
p
B = 13 TeV ?? collision data sample recorded at the LHC, by measuring the CC̄ cross-

section in the 44, 4` and `` dilepton channels. Systematic uncertainties due to lepton identification
and trigger efficiencies were minimised by normalising the result to a simultaneous measurement of
' ``/44

/
= B(/ ! ``)/B(/ ! 44), and utilising the high-precision measurement of ' ``/44

/
by the LEP

and SLD collaborations. The resulting value of ' `/4

,
= 0.9995 ± 0.0045 is consistent with the assumption

of lepton flavour universality. This is the most precise measurement of ' `/4

,
to date, with a smaller

uncertainty than the previous world average.
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This paper describes a measurement of ' `/4

,
using , bosons produced from the decay of top quarks in

?? ! CC̄ events selected from the full Run 2 ATLAS ?? collision data sample at
p
B = 13 TeV. Final

states with two opposite-charge leptons (electrons or muons, ✓ = 4 or `) and one or two jets tagged
as likely to contain 1-hadrons are selected, allowing ' `/4

,
to be derived from a comparison of the CC̄

production cross-section measured in the 44, 4` and `` channels. Many systematic uncertainties related
to CC̄ and background physics modelling cancel in this direct measurement of ' `/4

,
, but it is still limited by

uncertainties related to the identification of electrons and muons. The latter can be reduced by making a
simultaneous measurement of the analogous ratio ' ``/44

/
for / bosons, i.e. the ratio of branching ratios

for / ! `` and / ! 44, using inclusive / ! ✓✓ events in the same data sample. The main measured
parameter of interest becomes ' `/4

,/
= ' `/4

,
/

q
' ``/44

/
, and the final result is then obtained from ' `/4

,/
and

the precise measurement of ' ``/44

/
= 1.0009± 0.0028 from the LEP and SLD experiments [13, 14], taken

as an external input parameter. The CC̄ and / ! ✓✓ cross-sections, f
C C̄

and f/!✓✓ , are also measured as
by-products of this procedure. The value of f

C C̄
is defined inclusively with respect to all CC̄ final states,

whereas f/!✓✓ is defined for decays into a single dilepton flavour ✓✓.

The data and samples of Monte Carlo simulated events used in this analysis are described in Section 2,
followed by the event reconstruction and selection in Section 3. The analysis method is described in
Section 4, and supporting measurements of lepton isolation efficiencies are outlined in Section 5. Systematic
uncertainties are detailed in Section 6 and the results in Section 7. Finally, the conclusion is given in
Section 8.

2 Data and simulated event samples

The ATLAS detector [15–17] at the LHC covers nearly the entire solid angle around the collision point.
It consists of an inner tracking detector surrounded by a thin superconducting solenoid producing a 2T
axial magnetic field, electromagnetic and hadronic calorimeters, and an external muon spectrometer
incorporating three large toroidal magnet assemblies. The analysis was performed on samples of proton–
proton collision data collected at

p
B = 13 TeV in 2015–18, corresponding to an integrated luminosity of

140.1 ± 1.2 fb�1 after data quality requirements [18, 19]. Events were required to pass a single-electron or
single-muon trigger [20, 21], with transverse momentum (?T) thresholds that were progressively raised
during the data-taking period.1 The electron trigger reached the efficiency plateau region for electrons with
reconstructed ?T > 25 GeV in 2015 and for ?T > 27 GeV for 2016–18, the corresponding thresholds for
the muon trigger being 21 GeV for 2015 and 27.3 GeV thereafter. Each triggered event also includes the
signals from on average 33 superimposed inelastic ?? collisions, referred to as pileup.

Monte Carlo simulated event samples were used to develop the analysis procedures, to evaluate signal and
background contributions, and to compare with data. Samples were processed using either the full ATLAS
detector simulation [22] based on G����4 [23], or with a faster simulation making use of parameterised
showers in the calorimeters [24]. The effects of pileup were simulated by generating additional inelastic ??
collisions with P�����8 (v8.186) [25] using the A3 set of parameter values (tune) [26] and overlaying them
on the primary simulated events, so as to match the distribution of the number of inelastic events per bunch

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector,
and the I-axis along the beam line. Pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan \/2, and transverse
momentum is defined relative to the beam line as ?T = ? sin \. The azimuthal angle around the beam line is denoted by q, and
distances in ([, q) space by �' =

p
(�[)2 + (�q)2.
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Charged lepton flavour violation (cLFV)

� cLFV via neutrino oscillations is highly suppressed (BR~10-55)
� Some BSM processes (leptoquarks, SUSY, 2HDM) involve cLFV
� Experimental evidence for cLFV →	indication of BSM physics
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1 Introduction

Prior to the prediction and subsequent observation of neutrino oscillations [1–5], the flavour of both charged
and neutral leptons was assumed to be conserved within the Standard Model (SM). Extensions to the
SM that can accommodate neutrino mass and mixing may also allow for the local non-conservation of
charged-lepton flavour. Charged-lepton-flavour violation (cLFV) may therefore occur at rates significantly
lower than the current experimental sensitivity (for example, ` ! 4W due to a neutrino oscillation in
a ,-boson loop has a predicted branching ratio of 10�55 [6]). Any observation of cLFV would hence
provide strong evidence for new physics. Beyond-the-SM theories, such as those that predict leptoquarks
(LQ), entail cLFV [6, 7] with a rate as high as B(C ! ✓✓

0

2) ⇡ 10�6 [8], where ✓, ✓

0

= {4, `, g} and
✓ < ✓

0 . Examples include the unification of leptons and quarks into representations of the SU(5) [9],
SO(10) [10, 11] or SU(5) ⌦ U(1) [12–15] groups, supersymmetric scenarios [16–20] and technicolor
models [21–23]. In addition, some deviations from SM predictions were observed in the comparisons of
hadron decays involving g-leptons and other leptons that might hint at the presence of new phenomena,
such as measurements of '(⇡) and '(⇡

⇤
) [24–33].

Assuming that the energy scale probed experimentally is significantly lower than the scale of new physics,
it is convenient to consider a model-independent approach with an effective field theory (EFT). Constraints
on the operators describing two-quark two-lepton (2Q2L) contact interactions were compiled [34], and
top-quark 2Q2L operators related to electrons and muons were probed by the CMS Collaboration at the
Large Hadron Collider (LHC) [35]. Top-quark 2Q2L operators involving muons and g-leptons however
remain highly unconstrained [34], such that some cLFV top-quark interactions could be within the current
sensitivity of the LHC [36].

This analysis searches for the production of a single top quark via 6@: ! C✓
±
✓

0
⌥ and the charge-conjugate

process, where @: = {D, 2} for : = {1, 2} and ✓✓

0

= {`g, g`}. The final state is chosen such that the top
quark decays into a 1-quark and a , boson, and the , boson subsequently decays leptonically into a muon
and a neutrino. The g-lepton is required to decay hadronically. A cLFV top-quark decay in CC̄ events is
also targeted, C ! ✓

±
✓

0
⌥
@: and the charge-conjugate process, where the other top quark of the pair decays

into a muon according to the SM. These processes are shown in Figures 1(a) and 1(b) for single-top
quark production and Figure 1(c) for top-quark pair production with a cLFV top-quark decay process,
each enabled through an EFT vertex. The search presented is performed using the full Run 2 data sample
of proton–proton (??) collision data collected with the ATLAS detector in 2015–2018 at

p
B = 13 TeV,

corresponding to an integrated luminosity of 140 fb−1. The observed data are interpreted within the EFT
framework, and also to test a leptoquark hypothesis [37].

In the EFT framework, the 6@: ! C✓
±
✓

0
⌥ production and C ! ✓

±
✓

0
⌥
@: decay processes are described

by the SU(3)C ⌦ SU(2)L ⌦ U(1)Y dimension-6 EFT operators listed in Table 1. The list includes all the
relevant 2Q2L operators that contribute, and consists of a subset of the Warsaw basis operators [38]. Wilson
coefficients (2) may be assigned to each of the operators (O) in Table 1. The Wilson coefficients weight the
contributions of the EFT operators in an effective Lagrangian, which assumes a mass scale of new physics,
⇤, which is much larger than the energy scale directly accessible at the LHC:

L = LSM + Leff = LSM +

’
x

2x

⇤2 Ox + · · · . (1)

The cLFV single-top-quark production cross-section grows quadratically with the values of the Wilson
coefficients. Non-zero Wilson coefficients would lead to a large cLFV single-top-quark production
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� Model-independent EFT approach
� Mass scale of new physics L ≫ LHC energy 
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cLFV in eµ trilepton channel
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� Boosted decision trees (BDT) used to separate 
background from signal

� Trained in 2 regions
� m(eµ) < 150 GeV, enriched in cLFV top decay
� m(eµ) > 150 GeV, enriched in cLFV production

� Binned likelihood fit to BDT discriminant 
� Production+decay processes combined
� Each of 6 Wilson coefficients considered separately

arxiv:2312.03199, submitted to PRD
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Background estimation  
•Prompt backgrounds rely on 
the simulation 

•Nonprompt backgrounds 
estimated by data-driven 
“Matrix method” 

•Estimated events are 
validated using control/
validation regions

ProductionDecay

Analysis signature 
• Opposite-Charge eµ pair 
• Third lepton coming from 
leptonic top quark decay 

• One b-jet,  
• one/zero light jet (u/c)
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• The analysis utilizes boosted decision trees to separate 
background processes from a possible signal.

•Separately trained for top decay (m( ) < 150 GeV) 
and production (m( ) > 150 GeV) enriched regions

𝑒𝜇
𝑒𝜇

Miriam Watson, TOP2024

http://arxiv.org/abs/2312.03199


cLFV in eµ trilepton channel

� Extract 95% CL upper limits on signal strength μ, 
equivalent to (C/Λ2)2

� Convert to branching fractions, B(t → eμq) with q = u or c

� No significant excess over SM
� Largest post-fit uncertainty from limited number of 

simulated events

10
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• The analysis utilizes boosted decision trees to separate 
background processes from a possible signal.

•Separately trained for top decay (m( ) < 150 GeV) 
and production (m( ) > 150 GeV) enriched regions

𝑒𝜇
𝑒𝜇

95% CL 
limits

Analysis q eµ trilepton
cLFV vertex teµq (q=u,c)
c/L2 [GeV-2]  u 0.02-0.10

c 0.09-0.42
BR(t→qeµ) [10-6] u 0.012-0.032

c 0.22-0.50

Miriam Watson, TOP2024

http://arxiv.org/abs/2312.03199


cLFV in µt trilepton channel

� Fit regions binned in 
HT = S pT(leptons)+pT(jets)

� cLFV single-t production produces 
high-pT leptons →	high HT

11

Phys. Rev. D 110 (2024) 012014

cLFV vertex tµtq (q=u,c)
c/L2 [GeV-2]  u 0.10-0.44

c 0.36-1.8
BR(t→qµt) [10-6] u 0.20-0.52

c 3.4-6.7

95% CL 
limits

Miriam Watson, TOP2024

𝑡 ̅𝑡	CR 
Non-prompt µ

� No significant excess in data (1.6s)
� Extract limits on effective coupling strengths

� 7-41x  better than previous indirect limits
� Statistically limited
� Largest systematics from signal 

modelling, 𝑡 ̅𝑡𝑊 and diboson

https://link.aps.org/doi/10.1103/PhysRevD.110.012014


cLFV in µt trilepton channel

� Use same SR/CR to search for scalar leptoquark S1

� Assume fixed hierarchical couplings, spanning generations

12

This model, in which the leptoquark may couple to multiple generations of leptons and quarks, contains
many degrees of freedom. The search for multi-generational single scalar leptoquarks is an extension
to previous studies by ATLAS [41] and CMS [42] that search for single leptoquark production coupling
to a single lepton and single quark generation only. The investigation of a fully general and complex
scenario is beyond the scope of this measurement and for that reason, assumptions are made to simplify the
multi-generational hypothesis. The couplings of S1 to each generation of quarks k and leptons i, �ki, are
fixed relative to one another such that the coupling of the leptoquark to the SM may be described by a
single parameter �LQ:

�ki 2
*..
,
�t⌧ �c⌧ �u⌧
�tµ �cµ �uµ
�te �ce �ue

+//
-
⌘ �LQ *..

,
10 1 0.1
1 0.1 0.01

0.1 0.01 0.001

+//
-
, (3)

where the largest value is the S1-t-⌧ vertex and the smallest is the S1-u-e vertex. A flavour hierarchy
in the couplings strengths is a common assumption in multi-generational leptoquark models. However,
the magnitude of the hierarchies in the quark generations (� (k�1)i/�ki) and in the lepton generations
(�k (i�1)/�ki) are not yet a matter of consensus, as di�erent models span ratios ranging from

p
2 to 1

16
for each [43–47]. In this search, a constant ratio in both the quark and lepton generations is assumed,
R = � (k�1)i/�ki = �k (i�1)/�ki . An order of magnitude reduction (R = 0.1) is chosen for each generational
step down in either the quark or lepton flavour as a representative scenario, where �t⌧ is the strongest
coupling. As R a�ects the relative sizes of the �ki couplings, this modifies the width of the leptoquark and
the resulting kinematic properties of the decay. It is not straightforward to scale to alternative hierarchy
assumptions and such a study is beyond the scope of this interpretation. However, this interpretation
represents a robust first search for single scalar leptoquark production with large inter-generational couplings
using the top quark. The search for the production of a single scalar leptoquark S1 is performed using the
same analysis strategy as is optimised for the EFT interpretation. Limits on the cross-section of the S1 model
are expected to be slightly weaker than in the EFT interpretation due to this choice of optimisation.

2 ATLAS detector

The ATLAS detector [48] at the LHC covers nearly the entire solid angle around the collision point.1 It
consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic
and hadronic calorimeters, and a muon spectrometer incorporating three large superconducting air-core
toroidal magnets.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle
tracking in the range |⌘ | < 2.5. The high-granularity silicon pixel detector covers the vertex region and
typically provides four measurements per track, the first hit generally being in the insertable B-layer (IBL)
installed before Run 2 [49, 50]. It is followed by the SemiConductor Tracker (SCT), which usually provides
eight measurements per track. These silicon detectors are complemented by the transition radiation tracker

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards.
Polar coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the z-axis. The pseudorapidity is
defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2) and is equal to the rapidity y = 1

2 ln
⇣
E+pzc
E�pzc

⌘
in the relativistic limit.

Angular distance is measured in units of �R ⌘

q
(�y)2 + (��)2.

5

� Limits are set on S1 cross-section 
using profile-likelihood fit

� Upper 95% CL limits on LQ 
coupling strengths                    
from lLQ = 1.3 to lLQ = 3.7 for 
masses 0.5 to 2.0 TeV

1 coupling lLQ,           
1 LQ mass mS1

Phys. Rev. D 110 (2024) 012014

Miriam Watson, TOP2024

https://link.aps.org/doi/10.1103/PhysRevD.110.012014


cLFV in µt hadronic channel
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New!CMS-PAS-TOP-22-011

� Reconstruction of SM top and W mass
� Background mostly from dileptonic 
𝑡 ̅𝑡	 channel

� Hadronic decay reconstructed using c2

8

Table 3: Estimated event yields including the background corrections from the ABCD method
discussed in Sec 5. The numbers shown correspond to observed events before the maximum-
likelihood fit described in Section 8. Only statistical uncertainties are shown, related to the size
of the data sets.

Process Event yield
ST CLFV tuµt Scalar 535 ± 1
ST CLFV tuµt Vector 2327 ± 3
ST CLFV tuµt Tensor 9909 ± 13
ST CLFV tcµt Scalar 32 ± < 1
ST CLFV tcµt Vector 129 ± < 1
ST CLFV tcµt Tensor 701 ± 1
TT CLFV tuµt Scalar 1.1 ± < 0.1
TT CLFV tuµt Vector 8.2 ± < 0.1
TT CLFV tuµt Tensor 48 ± < 1
TT CLFV tcµt Scalar 1.1 ± < 0.1
TT CLFV tcµt Vector 7.9 ± < 0.1
TT CLFV tcµt Tensor 45 ± < 1
tt 4573 ± 13
Single Top 306 ± 9
Other 258 ± 5
Total ± (stat) 5136 ± 17
Data 4810
Data / Background prediction 0.94 ± 0.01

background yields include th misidentification scale factors from the ABCD method, are pre-
sented in Table 3 and compared to data.

6 Discrimination of signal and background

6.1 Reconstruction of top quark and W boson

In both ST CLFV and TT CLFV signal events, a top quark is produced that decays hadronically
through the decay chain t ! bW ! bqq 0. Background events mostly originate from tt pro-
duction in the dileptonic decay channel. To benefit from this difference, the hadronic top quark
decay is reconstructed using a c2 method. The c2 variable is constructed as

c2 =

 
mt � mbjj0

st

!2

+

 
mW � mjj0

sW

!2

, (3)

with the expected mass values mt = 173.95 GeV and mW = 84.2 GeV, and resolutions st =
17.07 GeV and sW = 9.91 GeV. The mass and resolution values are computed in simulated tt
events from detector-level jets matched to generator-level jets from the top quark and W boson
decays. The c2 is calculated for all possible combinations of non-b-tagged jets in an event.
The reconstructed W boson candidate is formed by two jets with mass mjj0 and the selected b-
tagged jet is assigned to the reconstructed top quark candidate with mass mbjj0 . For each event,
the reconstruction hypothesis is chosen that results in the smallest value of c2.

The results of the reconstruction are presented in Fig. 3 for data, simulated signal and back-
ground events. The scale factors from the ABCD method are applied to the background sim-
ulation. Distributions in signal events show more pronounced peaks around mt and mW in
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Background estimation  
•Prompt backgrounds rely on 
the simulation 

•Nonprompt backgrounds 
estimated by data-driven 
“Matrix method” 

•Estimated events are 
validated using control/
validation regions
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Analysis signature 
• Opposite-Charge eµ pair 
• Third lepton coming from 
leptonic top quark decay 

• One b-jet,  
• one/zero light jet (u/c)
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• The analysis utilizes boosted decision trees to separate 
background processes from a possible signal.

•Separately trained for top decay (m( ) < 150 GeV) 
and production (m( ) > 150 GeV) enriched regions

𝑒𝜇
𝑒𝜇

� Multiclass deep neural network (DNN) 
to classify 3 nodes:
� single top (ST) cLFV signal
� 𝑡 ̅𝑡	(TT) cLFV signal
� 𝑡 ̅𝑡	background events

� 28 kinematic variables, including 
individual particles and global features

10

Table 4: Input features of the DNN. The angular distance DRij between two objects i and j is

defined as DRij =
q

Dh2
ij + Df2

ij, where Dhij and Dfij are the differences in pseudorapidity and
azimuthal angle, respectively.

Group Variables Description

Muon (µ) pTµ , hµ pT and h of selected muon

Tau (th) pTth
, hth

, mth
pT, h, and mass of selected th

Muon+Tau (µth) mµth
, Dhµth

, Dfµth
, DRµth

Mass and angular differences of µth system

Jets

pT1, pT2, pT3 pT of jets ordered in increasing pT

h1, h2, h3 h of jets ordered in increasing pT

m1, m2, m3 Mass of jets ordered in increasing pT

b1, b2, b3 b tagging discriminant of jets ordered in increasing pT

Event pmiss
T Missing transverse momentum

t and W reco.
c2, mbjj0 , mjj0 minimumc2 and reconstructed t and W masses

Dhjj0 , Dfjj0 , DRjj0 Angular differences of jets used in W reco.

the reconstructed top quark and W boson masses, respectively, than the background distribu-
tions. The latter have broader distributions because of large contributions from dileptonic tt
events. Signal events show a noticeable peak at small values in the c2 distribution, more pro-
nounced than the background. The data are described by the background simulation within
the uncertainties.

6.2 Multivariate analysis using deep neural network

The discrimination between CLFV signals and background processes is performed using ma-
chine learning with a multiclass deep neural network (DNN) algorithm. The training of the
DNN is performed using ST CLFV and TT CLFV signal samples and tt background samples,
because tt constitutes the largest background in this analysis. The DNN model is trained to
predict the probability p of an event belonging to one of the three classes ST CLFV, TT CLFV,
and background. Events after the final selection are used for the training and the evaluation of
the DNN. The three probabilities are combined into a single variable

DNN score =
0.1p(TT CLFV) + 0.9p(ST CLFV)

p(background)
(4)

which we found to be an optimal choice for the best expected upper limits on the signal cross
sections.

A single DNN classifier is trained for all data-taking periods, combining the different Lorentz
structures and the two CLFV interactions tuµt and tcµt . We balance the number of signal and
background events in the training such that there is no statistical bias from a dominant class.
About 150 000 simulated events are passed to the DNN for each of the background and the two
signal classes, where 70% are used for the training and 30% for the validation of the DNN.

The input features of the DNN comprise 28 variables, which include kinematic features of
individual physics objects and their combinations, and global event features such as pmiss

T and
variables from the c2 reconstruction. The input features together with a short description are

Miriam Watson, TOP2024

https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/TOP-22-011/index.html


cLFV in µt hadronic channel

� Data are found to be consistent 
with the standard model 
expectation.

� Upper limits at 95% CL are set 
for different interaction operators

� Converted into branching 
fractions for t	→ µtq process

� Improvement by factor ~2 on 
previous limits

14

CMS-PAS-TOP-22-011
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•Estimated events are 
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ProductionDecay

Analysis signature 
• Opposite-Charge eµ pair 
• Third lepton coming from 
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• The analysis utilizes boosted decision trees to separate 
background processes from a possible signal.

•Separately trained for top decay (m( ) < 150 GeV) 
and production (m( ) > 150 GeV) enriched regions

𝑒𝜇
𝑒𝜇

cLFV vertex tµtq (q=u,c)
c/L2 [GeV-2]  u 0.045-0.18

c 0.19-0.82

BR(t→qµt) [10-6] u 0.04-0.12

c 0.81-1.05

95% CL 
limits

Miriam Watson, TOP2024

https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/TOP-22-011/index.html


Baryon number violation (BNV)

� Baryon number is conserved in SM but not a 
fundamental symmetry

� Can be violated by non-perturbative effects (small)
� BSM processes can enhance BNV 
� tqq'ℓ	vertex in 4-particle effective interaction →	 also LNV

� BNV contribution to single top quark production is 
included and dominates

� Multiple quark flavour combinations are considered: 
t(d,s,b)(u,c)ℓ

� Dilepton signature with W	→	ℓn from the SM top

15

l state 
• Previous result: Phys. Lett. B 731 

(2014) 173 [arXiv:1310.1618] 
• 8 TeV, lepton+jets channel
• Only BNV in top quark decay

Phys. Rev. Lett. 132 (2024) 241802
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• The analysis utilizes boosted decision trees to separate 
background processes from a possible signal.

•Separately trained for top decay (m( ) < 150 GeV) 
and production (m( ) > 150 GeV) enriched regions

𝑒𝜇
𝑒𝜇

Miriam Watson, TOP2024

http://dx.doi.org/10.1103/PhysRevLett.132.241802


Baryon number violation (BNV)

� Exactly one opposite-sign lepton pair (𝑒𝜇,	𝑒𝑒 and 𝜇𝜇	)
� Exactly one b-tagged jet
� 𝑚ℓℓ > 106 GeV and MET> 60 GeV

� Single BDT used to discriminate signal 
� Max. likelihood fit to the BDT output, all 3 channels
� Uncertainties included as nuisance parameters
� No significant excess over expected background

16
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• The analysis utilizes boosted decision trees to separate 
background processes from a possible signal.

•Separately trained for top decay (m( ) < 150 GeV) 
and production (m( ) > 150 GeV) enriched regions

𝑒𝜇
𝑒𝜇

Miriam Watson, TOP2024

http://dx.doi.org/10.1103/PhysRevLett.132.241802


Baryon number violation (BNV)

� Limits set for each BNV coupling separately
� Couplings include s-channel, t-channel exchange
� Main common sources of uncertainty:

� tW normalisation
� muon energy scale
� top quark pT modelling

� Derive limits on branching fractions for BNV top 
quark decays 

� Coupling limits 103 to 106 better than previous 
measurement at 8 TeV
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validation regions

ProductionDecay

Analysis signature 
• Opposite-Charge eµ pair 
• Third lepton coming from 
leptonic top quark decay 

• One b-jet,  
• one/zero light jet (u/c)
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• The analysis utilizes boosted decision trees to separate 
background processes from a possible signal.

•Separately trained for top decay (m( ) < 150 GeV) 
and production (m( ) > 150 GeV) enriched regions

𝑒𝜇
𝑒𝜇
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Heavy neutral leptons (HNL)

� Neutrino mixing ⟹ neutrinos have mass
� Type-I seesaw model adds 3 heavy right-

handed Majorana neutrinos N1, N2, N3

� Ni couple to SM leptons with strength 𝑉iN

� Very active research field in HNL 
searches at the LHC

� 𝑡 ̅𝑡	 is novel channel to search for HNL

� Consider only diagonal mixing terms:  
single N couples to one of e/µ/t

18

Neutrinoless double-beta decay: 
LNV of |∆L| = 2 with Majorana 
neutrino exchange

mass <# and couplings +✓ ,# of this new particle are free parameters. These couplings can be expressed
through a mixing matrix,

+✓ ,# = ©≠
´
+4,# 0 0

0 +`,# 0
0 0 +g,#

™Æ
¨
, (1)

where only one of the three diagonal terms can be non-zero at a time.

The width of the HNL is automatically computed by the M��G����5_�MC@NLO [32] generator, which
provides matrix elements at next-to-leading-order (NLO) in QCD using the NNPDF3.0��� [40] PDF set,
and uses the five-flavor scheme. The QCD factorization (`F) and renormalization (`R) scales are set to be
equal [41], given by the dynamical expression 1

4
Õ

8

q
<

2
8
+ ?

2
T,8 , where the sum runs over all the particles

generated in the matrix element calculation, and the mass and transverse momentum of each particle are
denoted by <8 and ?T,8 , respectively. The decay of the top quarks is simulated using the M��S��� [42, 43]
module, allowing three-body off-shell decays. The parton shower, the hadronization, and the decay of the
g-leptons are simulated using P����� 8 with the A14 set of tuned parameters.

Signal samples are generated for ten values of <# : 15, 25, 35, 40, 45, 50, 55, 60, 70 and 75 GeV. The
HNL decays promptly in this mass range. For each mass point, six separate samples are produced for the
two possible choices in the sign of the same-charge leptons (✓+✓+ or ✓�✓�) and three possible choices in
their flavor (✓ = 4, ` or g-lepton).

3.2 Background processes with prompt leptons

Leptons that originate from the primary hard-scattering event and satisfy all selection requirements,
described in Section 4.2, are referred to as prompt leptons. Conversely, leptons that enter the final states by
any background process other than , , / or Higgs boson decays are called non-prompt leptons. Samples of
simulated events are produced to model the different background processes, along with additional samples
to estimate the modeling uncertainties for each process.

The production of CC̄ events is modeled using the P����� B�� v2 generator that provides matrix elements at
NLO precision with the NNPDF3.0��� PDF set and the ⌘damp parameter2 set to 1.5 <t [44]. The functional
form of the renormalization and factorization scale is set to the default scale

q
<

2
t + ?

2
T. The parton shower

and hadronization are modeled with the P����� 8.2 generator. The uncertainty in matching the NLO matrix
elements to the parton shower when generating CC̄ events is evaluated by comparing the nominal samples
of simulated events to samples with an alternative setting of the ?

hard
T parameter in the matching code,

using ?
hard
T = 1 instead of the default setting of ?hard

T = 0 [45]. This parameter regulates the definition of
the vetoed region of the parton shower and is important in avoiding overlap in the phase space filled by
P����� and P�����. The uncertainty in the choice of the ⌘damp parameter for the CC̄ event generation is
estimated using an additional CC̄ sample produced as the nominal sample, but with the ⌘damp parameter set
to 3 <C [46]. The uncertainty in the parton-shower and hadronization model for the CC̄ events is evaluated
by comparing the nominal generator setup with a sample produced with the P����� B�� v2 generator
and the H����� 7.2.1 parton-shower and hadronization model. In this alternative sample, the H����� 7

2 The ⌘damp parameter controls the matching between the matrix elements in P����� and parton shower in P�����. It effectively
regulates the high-?T radiation against which the CC̄ system recoils.
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Two W bosons 
(W, W*)

Signal process: SM and BSM decays in 𝑡 ̅𝑡 

New!arxiv:2408.05000, submitted to PRD
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Heavy neutral leptons (HNL)

� Final state: 2 leptons, hadronic decays of W, W*
� Require:

� One same-sign e±e±, µ±µ±

� ≥ 2 b-tagged jets, ≥ 4 other jets
� Dominant backgrounds 𝑡 ̅𝑡 , 𝑡 ̅𝑡+W/Z/g/H 

� Minimise 𝜒2 for 4 masses to give best 
combination:  SM (t, W), BSM (t, W)

� 10 signal mass points for HNL: 15-75 GeV
� BDTs for low/high mN to separate HNL signal 

using kinematic variables
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efficiency is 99%. Jets in the central region (|[ | < 2.5) are required to have ?T > 20 GeV, whereas jets in
the forward region are required to have ?T > 35 GeV. The 1-tagged jets are required to have ?T > 25 GeV.
Events are required to have at least two 1-tagged jets and at least four jets without a 1-tag. Finally, the
lepton pair is required to have an invariant mass <✓✓ > 12 GeV to suppress the background from the
Drell–Yan process.

As illustrated in Figure 1, the specific signal process3 considered is: C1 ! ,
+
1 11,,

+
1 ! ✓

+
1 # , # ! ,

�
3 ✓

+
2

and C̄2 ! ,
�
2 1̄2,,

�
2 ! @3@̄4. The off-shell ,�

3 decays hadronically. This provides four constraints on the
invariant masses of the following reconstructed particles: C1, C̄2, ,+

1 and ,
�
2 . All possible combinations of

the available objects are considered, and the decay chain is reconstructed using the one which minimizes

j
2 =

(<(C1) � <C )2

f
2
C

+
(<(,+

1 ) � <, )2

f
2
,

+ (<(C̄2) � <C )2

f
2
C

+
(<(,�

2 ) � <, )2

f
2
,

,

where <C = 172.76 GeV and <, = 80.379 GeV are the top and , masses, respectively [82]. The
parameters fC = 32 GeV and f, = 27 GeV are the widths of the reconstructed top quark and , boson
mass distributions, obtained by averaging over all the signal samples the individual results of a Gaussian
distribution fit to these masses.

The invariant mass of the ,1 boson, decaying into the heavy neutral lepton, offers a good separation
between signal and background. For the signal process, the distribution of this variable peaks near the
, boson mass, as shown in Figure 2(c). For background processes passing the signal selection criteria,
the invariant mass calculated from the two same-charge leptons and two light jets coming from different
parents is expected to follow a broad non-resonant distribution. This is used as one of the input variables
for the multivariate analysis training, as discussed in Section 5.3.

5 Signal extraction

Although all three flavors of HNLs are considered in this search, only the processes with 44 or `` as the
same-charge leptons in their final states are used for signal extraction. This implies that, while searching
for the signal process with g-leptons, only the processes where both the g-leptons decay into same-flavor
lighter leptons are considered.

Several analysis regions are defined: one signal region (SR) for each of the 44 and `` channels, four
control regions (CR) for the 44 channel and two CRs for the `` channel. While the SRs are enriched in
signal events, each CR is enriched in events from a specific background process and have less than 1%
signal contamination. A multivariate analysis is performed on the events belonging to each SR to achieve
further separation between signal and background.

The selection criteria for the different signal and control regions are described in the following and
summarized in Table 1.

3 The charge conjugate is also considered and implied throughout the paper.
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Heavy neutral leptons (HNL)

� Profile likelihood fits across SR+CRs
� 𝑒𝑒/𝜇𝜇 channel fitted separately

� 1SR + 4CRs (charge flip, heavy flavour, 
𝛾 conversion and 𝑡 ̅𝑡W ) for 𝑒𝑒

� 1SR + 2CRs (heavy flavour and 𝑡 ̅𝑡W) 
for 𝜇𝜇

20

� Set limits on HNL cross-sections and 
coupling parameters for all 3 generations 
(reinterpret for tt	→	ee or tt	→	µµ)

� First search for HNL in 𝑡 ̅𝑡
� ee/𝜇𝜇 limit extends the ATLAS results 

beyond 50 GeV to 75 GeV
� Scope for future EFT interpretation

arxiv:2408.05000, submitted to PRD

Miriam Watson, TOP2024

https://arxiv.org/abs/2408.05000


Summary

� LFU tested very precisely via top processes:                                             measured to 0.45%

� A large programme of top BSM searches is in progress, including:

� Charged lepton flavour violation

� Baryon number violation

� Heavy neutral lepton production

� Effective Field Theory is a useful tool for model-independent BSM searches

� Run 3 datasets will allow new probes of the top quark interactions with improved techniques 
and precision

21

8 Conclusion

The ratio of branching ratios ' `/4

,
= B(, ! `a)/B(, ! 4a) has been determined using the complete

ATLAS Run 2
p
B = 13 TeV ?? collision data sample recorded at the LHC, by measuring the CC̄ cross-

section in the 44, 4` and `` dilepton channels. Systematic uncertainties due to lepton identification
and trigger efficiencies were minimised by normalising the result to a simultaneous measurement of
' ``/44

/
= B(/ ! ``)/B(/ ! 44), and utilising the high-precision measurement of ' ``/44

/
by the LEP

and SLD collaborations. The resulting value of ' `/4

,
= 0.9995 ± 0.0045 is consistent with the assumption

of lepton flavour universality. This is the most precise measurement of ' `/4

,
to date, with a smaller

uncertainty than the previous world average.
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Typical BR bounds for cLFV 
and BNV are 10-6 - 10-8
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Lepton flavour universality e/µ
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arxiv:2403.02133, accepted by EPJC

Number of selected leptons as a function of η in 
simulated tt̄ events with at least one b-tagged jet 

Summary of the common object selection, 
and event selections for tt̄ and Z final states
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Lepton flavour universality e/µ
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Results of the fit to data
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Lepton flavour universality e/µ
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Breakdown of the statistical and systematic 
uncertainties 

Table 3: Observed numbers of opposite-charge dilepton events (weighted events for the `` channel) in the inclusive
/ ! 44 and / ! `` selections in data, together with the estimated event counts from the fit prediction, including
the associated statistical and systematic uncertainties. The uncertainties in the total predictions are much smaller
than the individual uncertainties due to correlations induced by the fit.

Event counts / ! 44 / ! ``
Data 47898836 49016812
/ ! ✓✓ 47621000± 33000 48767000± 29000
Diboson 111000± 22000 104000± 21000
/ ! gg 16850± 140 13780± 110
CC̄ 119000± 14000 117000± 14000
,C 12380± 890 12390± 880
Mis-ID leptons 19000± 18000 3000± 13000
Total prediction 47898800± 6900 49016800± 6200

The fit results for the cross-sections are

f
C C̄

= 809.5 ± 1.1 ± 20.1 ± 7.5 ± 1.9 pb ,

f/!✓✓ = 2019.4 ± 0.2 ± 20.7 ± 16.8 ± 1.8 pb ,

where the four uncertainties are due to data statistics, systematic effects, and the knowledge of the integrated
luminosity and the LHC beam energy. As shown in Table 4, the CC̄ cross-section result has a precision of
2.7%, dominated by the uncertainties from CC̄ modelling, the top-quark ?) modelling and the integrated
luminosity. It is compatible with the theoretical prediction discussed in Section 2 and with the result from
the 4` channel alone reported in Ref. [81], taking into account the larger systematic uncertainty in this
analysis due to the use of the same-flavour channels and the tighter lepton ?T requirement. The result for
f/!✓✓ represents the inclusive cross-section for //W⇤ ! ✓✓ production for a single dilepton flavour with
<✓✓ > 60 GeV. In order to compare with previous measurements, it was translated into a fiducial cross-
section ffid

/!✓✓
requiring two Born-level leptons with ?T > 25 GeV and [ < 2.5, and 66 < <✓✓ < 116 GeV.

The relationship between the total and fiducial cross-sections is given by ffid
/!✓✓

= �/f/!✓✓ , and the
factor �/ = 0.3836 ± 0.0005 was evaluated from the P����� + P�����8 / ! ✓✓ sample, including the
extrapolation to the lower lepton ?T requirement of ?T > 25 GeV. The resulting fiducial cross-section is

ffid
/!✓✓

= 774.7 ± 0.1 ± 1.8 ± 6.4 ± 0.7 pb .

The systematic uncertainty is much smaller than that for f/!✓✓ because of strong reductions in the PDF
and / modelling uncertainties in the fiducial cross-section measurement. The result is compatible with
that measured in Ref. [82].

The values of n✓✓0
1

for the three dilepton channels were found to be compatible with the values expected from
simulation, and are all close to 0.51. The /+jets scaling parameters were measured to be B/+jets

1 = 0.89±0.09
and B/+jets

2 = 1.12 ± 0.32, the uncertainties being dominated by the QCD scale variations in the /+jets
samples, which significantly change the predicted cross-sections. The /+jets lepton isolation efficiency
difference was fitted as ' ``/44

/+1
= 0.990 ± 0.003, compatible with the differences between S����� and

P����� + P�����8 lepton isolation efficiencies shown for inclusive / ! ✓✓ events in Figure 3.

The two ratios of branching ratios were fitted to be

' `/4

,/
= 0.9990 ± 0.0022 ± 0.0036 ,

' ``/44

/
= 0.9913 ± 0.0002 ± 0.0045 ,
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Fit results
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cLFV in eµ trilepton channel
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� Opposite-charge eµ pair from cLFV vertex
� 3rd lepton from top decay (eµℓ)	→	exactly 3ℓ±

� 1 b-jet; 0/1 light jet (u/c)
� Exclude window around Z mass

� Backgrounds
� Prompt backgrounds from simulation
� Non-prompt backgrounds from data-driven “Matrix 

method”
� Estimated events are validated using control/validation 

regions (e.g. eee, µµµ)

Production and decay 
channels included

Leptonic
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Background estimation  
•Prompt backgrounds rely on 
the simulation 

•Nonprompt backgrounds 
estimated by data-driven 
“Matrix method” 

•Estimated events are 
validated using control/
validation regions

ProductionDecay

Analysis signature 
• Opposite-Charge eµ pair 
• Third lepton coming from 
leptonic top quark decay 

• One b-jet,  
• one/zero light jet (u/c)
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• The analysis utilizes boosted decision trees to separate 
background processes from a possible signal.

•Separately trained for top decay (m( ) < 150 GeV) 
and production (m( ) > 150 GeV) enriched regions

𝑒𝜇
𝑒𝜇
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Theoretical cross sections for top quark production 
and decay for each CLFV coupling

cLFV in eµ trilepton channel
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Summary of relevant dimension-6 operators

arxiv:2312.03199, submitted to PRD
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Upper limits at 95% CL on Wilson coefficients 
and branching fractions for tensor-, vector-, 
and scalar-like CLFV interactions

cLFV in eµ trilepton channel
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Summary of systematic uncertainties
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Fake and non-prompt estimations
• Fake hadronic taus are usually due to mis-identified jets
• Dedicated CRs (right, do not enter the fit)
• Scale factors (SF) are used to correct the rate of the 

fake-tau background

SFs are parameterised by:
• Track multiplicity (1-prong / 3-prong)
• Tau-jet width

• This is a good proxy for the quark-gluon fractions which 
may differ slightly between SR/CR and between data and 
MC

Dedicated CR (right, enters the fit)

Targeting non-prompt muons from 𝑏-jets in 𝑡 ̅𝑡 
events

Normalisation is controlled by a profile-
likelihood fit (next slides)

cLFV in µt trilepton channel

� Signal region (SR):
� µµt signature
� Same-sign µ±µ± to suppress backgrounds
� Hadronic t candidate (thad)
� ≥ 1 jet (1 b-tagged)

� Fake lepton estimates:
� Fake t estimates from t control region (CR)

� Scale factors derived using tau-jet width,        
1-,3-prong

� Non-prompt muons from b-jets in 𝑡 ̅𝑡	CR 
� Normalisation controlled in likelihood fit

� Binned profile-likelihood fit over across  SR + 
𝑡 ̅𝑡	CR with systematic uncertainties

29

Phys. Rev. D 110 (2024) 012014

Leptonic Production 
and decay 
channels 
included

Miriam Watson, TOP2024

https://link.aps.org/doi/10.1103/PhysRevD.110.012014


cLFV in µt trilepton channel

� Fit regions binned in HT (scalar sum of 
lepton and jet pT) 

� HT  separates EFT signal from SM 
backgrounds: cLFV single-t production 
produces high-pT leptons

� No significant excess in data (1.6s)
� Extract limits on effective coupling 

strengths (Wilson coefficients) 
� Factor 7-41 better than previous indirect 

limits
� Statistically limited
� Largest systematics are signal 

modelling, 𝑡 ̅𝑡𝑊 and diboson

30

Phys. Rev. D 110 (2024) 012014

Miriam Watson, TOP2024

https://link.aps.org/doi/10.1103/PhysRevD.110.012014


cLFV in µt trilepton channel
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Phys. Rev. D 110 (2024) 012014

Theoretical cross-sectionsEFT operator basis

Requirements for each analysis region

Miriam Watson, TOP2024

https://link.aps.org/doi/10.1103/PhysRevD.110.012014


cLFV in µt trilepton channel
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Phys. Rev. D 110 (2024) 012014

Expected and observed 95% CL upper limits 
on Wilson coefficients

Expected and observed 95% CL upper limits on 
the branching ratios for specific Wilson coefficients

Expected and observed 95% CL upper limits 
on the inclusive branching ratio

Observed and expected 
exclusion 95% CL upper 
limits on the leptoquark 
coupling strength

Miriam Watson, TOP2024

https://link.aps.org/doi/10.1103/PhysRevD.110.012014


cLFV in µt hadronic channel

� Event selection:
� 1 µ, 1 thad, opposite charges
� ≥ 3 jets (hadronic W decay), 1 b-tagged jet

� Background estimation:
� Prompt backgrounds from simulation
� Data-driven estimation of jets misidentified as thad

33

New!CMS-PAS-TOP-22-011

Hadronic

Production and 
decay channels 
included

� Reconstruction of SM top and W mass
� Background events mostly from 

dileptonic 𝑡 ̅𝑡	 channel. 
� Hadronic decay reconstructed using c2

8

Table 3: Estimated event yields including the background corrections from the ABCD method
discussed in Sec 5. The numbers shown correspond to observed events before the maximum-
likelihood fit described in Section 8. Only statistical uncertainties are shown, related to the size
of the data sets.

Process Event yield
ST CLFV tuµt Scalar 535 ± 1
ST CLFV tuµt Vector 2327 ± 3
ST CLFV tuµt Tensor 9909 ± 13
ST CLFV tcµt Scalar 32 ± < 1
ST CLFV tcµt Vector 129 ± < 1
ST CLFV tcµt Tensor 701 ± 1
TT CLFV tuµt Scalar 1.1 ± < 0.1
TT CLFV tuµt Vector 8.2 ± < 0.1
TT CLFV tuµt Tensor 48 ± < 1
TT CLFV tcµt Scalar 1.1 ± < 0.1
TT CLFV tcµt Vector 7.9 ± < 0.1
TT CLFV tcµt Tensor 45 ± < 1
tt 4573 ± 13
Single Top 306 ± 9
Other 258 ± 5
Total ± (stat) 5136 ± 17
Data 4810
Data / Background prediction 0.94 ± 0.01

background yields include th misidentification scale factors from the ABCD method, are pre-
sented in Table 3 and compared to data.

6 Discrimination of signal and background

6.1 Reconstruction of top quark and W boson

In both ST CLFV and TT CLFV signal events, a top quark is produced that decays hadronically
through the decay chain t ! bW ! bqq 0. Background events mostly originate from tt pro-
duction in the dileptonic decay channel. To benefit from this difference, the hadronic top quark
decay is reconstructed using a c2 method. The c2 variable is constructed as

c2 =

 
mt � mbjj0

st

!2

+

 
mW � mjj0

sW

!2

, (3)

with the expected mass values mt = 173.95 GeV and mW = 84.2 GeV, and resolutions st =
17.07 GeV and sW = 9.91 GeV. The mass and resolution values are computed in simulated tt
events from detector-level jets matched to generator-level jets from the top quark and W boson
decays. The c2 is calculated for all possible combinations of non-b-tagged jets in an event.
The reconstructed W boson candidate is formed by two jets with mass mjj0 and the selected b-
tagged jet is assigned to the reconstructed top quark candidate with mass mbjj0 . For each event,
the reconstruction hypothesis is chosen that results in the smallest value of c2.

The results of the reconstruction are presented in Fig. 3 for data, simulated signal and back-
ground events. The scale factors from the ABCD method are applied to the background sim-
ulation. Distributions in signal events show more pronounced peaks around mt and mW in
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and production (m( ) > 150 GeV) enriched regions
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cLFV in µt hadronic channel

� A deep neural network (DNN) is 
used to classify signal and 
𝑡 ̅𝑡	background events

� Includes single top (ST) and 
𝑡 ̅𝑡	(TT) cLFV channels

� 28 kinematic variables, including 
individual particles and global 
features

� DNN score is weighted towards 
single top

34

10

Table 4: Input features of the DNN. The angular distance DRij between two objects i and j is

defined as DRij =
q

Dh2
ij + Df2

ij, where Dhij and Dfij are the differences in pseudorapidity and
azimuthal angle, respectively.

Group Variables Description

Muon (µ) pTµ , hµ pT and h of selected muon

Tau (th) pTth
, hth

, mth
pT, h, and mass of selected th

Muon+Tau (µth) mµth
, Dhµth

, Dfµth
, DRµth

Mass and angular differences of µth system

Jets

pT1, pT2, pT3 pT of jets ordered in increasing pT

h1, h2, h3 h of jets ordered in increasing pT

m1, m2, m3 Mass of jets ordered in increasing pT

b1, b2, b3 b tagging discriminant of jets ordered in increasing pT

Event pmiss
T Missing transverse momentum

t and W reco.
c2, mbjj0 , mjj0 minimumc2 and reconstructed t and W masses

Dhjj0 , Dfjj0 , DRjj0 Angular differences of jets used in W reco.

the reconstructed top quark and W boson masses, respectively, than the background distribu-
tions. The latter have broader distributions because of large contributions from dileptonic tt
events. Signal events show a noticeable peak at small values in the c2 distribution, more pro-
nounced than the background. The data are described by the background simulation within
the uncertainties.

6.2 Multivariate analysis using deep neural network

The discrimination between CLFV signals and background processes is performed using ma-
chine learning with a multiclass deep neural network (DNN) algorithm. The training of the
DNN is performed using ST CLFV and TT CLFV signal samples and tt background samples,
because tt constitutes the largest background in this analysis. The DNN model is trained to
predict the probability p of an event belonging to one of the three classes ST CLFV, TT CLFV,
and background. Events after the final selection are used for the training and the evaluation of
the DNN. The three probabilities are combined into a single variable

DNN score =
0.1p(TT CLFV) + 0.9p(ST CLFV)

p(background)
(4)

which we found to be an optimal choice for the best expected upper limits on the signal cross
sections.

A single DNN classifier is trained for all data-taking periods, combining the different Lorentz
structures and the two CLFV interactions tuµt and tcµt . We balance the number of signal and
background events in the training such that there is no statistical bias from a dominant class.
About 150 000 simulated events are passed to the DNN for each of the background and the two
signal classes, where 70% are used for the training and 30% for the validation of the DNN.

The input features of the DNN comprise 28 variables, which include kinematic features of
individual physics objects and their combinations, and global event features such as pmiss

T and
variables from the c2 reconstruction. The input features together with a short description are
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• The analysis utilizes boosted decision trees to separate 
background processes from a possible signal.

•Separately trained for top decay (m( ) < 150 GeV) 
and production (m( ) > 150 GeV) enriched regions

𝑒𝜇
𝑒𝜇
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cLFV in µt hadronic channel

� Data are found to be consistent 
with the standard model 
expectation.

� Upper limits at 95% CL are set 
for different interaction operators

� Converted into branching 
fractions for t	→ µtq process

� Improvement by factor ~2 on 
previous limits
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cLFV in µt hadronic channel
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EFT operators and their definition

Predicted cross sections for 
CLFV signal processes
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cLFV in µt hadronic channel
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Input features of the DNN
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Leptonic

Charged lepton flavour violation (cLFV)

Analysis q eµ trilepton µt trilepton µt hadronic
cLFV vertex teµq (q=u,c) tµtq (q=u,c) tµtq (q=u,c)
c/L2 [GeV-2]  u 0.02-0.10 0.10-0.44 0.045-0.18

c 0.09-0.42 0.36-1.8 0.19-0.82

BR(t→qℓℓ’) [10-6] u 0.012-0.032 0.20-0.52 0.04-0.12

c 0.22-0.50 3.4-6.7 0.81-1.05

Leptonic
Hadronic
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the simulation 

•Nonprompt backgrounds 
estimated by data-driven 
“Matrix method” 

•Estimated events are 
validated using control/
validation regions

ProductionDecay

Analysis signature 
• Opposite-Charge eµ pair 
• Third lepton coming from 
leptonic top quark decay 

• One b-jet,  
• one/zero light jet (u/c)
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• The analysis utilizes boosted decision trees to separate 
background processes from a possible signal.

•Separately trained for top decay (m( ) < 150 GeV) 
and production (m( ) > 150 GeV) enriched regions

𝑒𝜇
𝑒𝜇
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� Tight limits on 
Wilson coefficients

� Branching ratios 
10-6 – 10-8

Miriam Watson, TOP2024



Baryon number violation (BNV)
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Phys. Rev. Lett. 132 (2024) 241802

Theoretical inclusive cross sections for single top quark 
production (ST) and top quark-antiquark pair production 
with the decay (TT) via BNV interactions

Expected and observed 95% 
CL upper limits on the BNV 
effective couplings and top 
quark BNV branching fractions
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• The analysis utilizes boosted decision trees to separate 
background processes from a possible signal.

•Separately trained for top decay (m( ) < 150 GeV) 
and production (m( ) > 150 GeV) enriched regions
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Heavy neutral leptons (HNL)
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arxiv:2408.05000

Expected and observed 
upper limits on the signal 
cross-sections at 95% CL

Expected and observed 
upper limits on the strength 
of HNL mixing with (left) 
electron neutrinos, (right) 
t-neutrinos at 95% CL

arxiv:2408.05000, submitted to PRD

Miriam Watson, TOP2024
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