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(THE) ARTIFICIAL INTELLIGENCE, [NOUN]
(LHE) YKLIEICIYT IMLETTICEUCE [MONUl

¢ The capacity of computers or other machines to exhibit or
simulate intelligent behaviour.
~ Oxford English Dictionary

¢ Al is generally considered to be a discipline of computer
science that is aimed at developing machines and systems
that can carry out tasks considered to require human
intelligence.
~ UN Regional Information Centre for Western Europe



Artificial Intelligence

M

Machine Learning
Enabling Al to imitate the way
that humans learn

Neural Networks

Making decisions by using
processes that mimic the way
biological neurons work together

- Buzzword Bingo?

Neuromorphic Computing

Developing computing that mimics the
concept in which the human brain thinks

Deep Learning

Using multilayer Neural Networks to ®
stimulate the complex decision-making of
the human brain

~ IBM



And it is timely...
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And it comes in with momentum...

High-Resolution Image Synthesis with Latent Diffusion Models ’llph D()lnili ns

v § izing Flows

Robin Rombach’

Andreas Blattmann® Dominik Lorenz'

Bjérn Ommer'

Models

patrick Esser®
atrick Esser’ Franco Scarselli
®,

ial Nets

Abstract

By decomposing the image formation process into a se-
quential application of denoising autoencoders, diffusion
models (DMs) achieve state-of-the-art synthesis results on
image data and beyond. Additionally, their formulation ai-
lows for a guiding mechanism to control the image gen-
eration process without retraining. However, since these
models ypically operate directly in pivel space, optimiza-
tion of powerful DMs often consumes hundreds of GPU
days and inference is expensive due to sequential evalu-
ations. To enable DM training on limited computational
resources while retaining their quality and flexibiliry. we
apply them in the latent space of powerful pretrained au-
taencoders. In contrast 1o previous work. training diffusion
models on such a representation allows for the first time
to reach a near-optimal point between complexity reduc-
tion and detail preservation, greaily boosting visual fideliry.
By introducing cross-attention layers into the model archi-
tecture, we turn diffusion models into powerful and fiexi-
ble generators for general conditioning inputs such as text
or bounding bexes and high-resolution synthesis becomes
possible in a convolutional manner. Our latent diffusion
models (LDMs) achieve new state-of-the-art scores for im-
age inpainting and class-conditional image synthesis and
highly comperitive performance on various tasks, includ-
ing text-to-image synthesis, unconditional image generation
and super-resolution. while significantly reducing computa-
tional requirements compared to pixel-based DMs.

1. Introduction
Image synthesis is one of the computer vision fields with
the most spectacular recent development, but also among
those with the greatest computational demands.  Espe-
-resolution synthesis of complex, natural scenes
is presently dominated by scaling up likelihood-based mod-
els, potentially containing billions of parameters in autore-
gressive (AR) transformers [05.07]. In contrast, the promis-
ing results of GANs [2, 27, 40] have been revealed to be
mostly confined to data with comparably limited variability
as their adversarial learning procedure does not easily scale
to modeling complex, multi-modal distributions. Recently
diffusion models [42]. which are built from a hierarchy of
denoising autoencoders, have shown to achicve impressive
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Boosting the upper bound on achievable quality with
sressive downsampling. Since diffusion models offer excel
lentinductive biases for spatial data, we do not need the heavy spa
tial downsampling of related generative models in kstent space. bt
can sl greatly reduce the dimensionality of the data via suitable
autoencoding models, see Sec s are from the DIV2K [1]
validation set. evaluated at 512° px. We denote the spatial down
sampling factor by f. Reconstruction FIDs (2] and PSNR are
caleulated on ImageNet-val. [12]; see also Tab. §

results in image synthesis [ 1. 45] and beyond [7,45, 15,
and define the state-of-the-art in class-conditional image
synthesis [15.71] and super-resolution [ 72]. Morcover, cven
unconditional DMs can readily be applied to tasks such
as inpainting and colorization [%7] or stroke-based syn-
thesis [57]. in contrast to other types of generative mod-
els [19,46.09]. Being likelihood-based models. they do not
exhibit mode-collapse and training instabilities as GANs
and, by heavily exploiting parameter sharing, they can
model highly complex distributions of natural images with-
out involving billions of parameters as in AR models [67].
Democratizing High-Resolution Image Synthesis  DMs
belong to the class of likelihood-based models, whose
behavior makes them prone to spead ex
cessive amounts of capacity (and thus compute resources)
on modeling imperceptible details of the data [16,73]. Al-
though the reweighted variational objective [ 0] aims to ad-
dress this by undersampling the initial denoising steps, DMs
are still computationally demanding. since training and
evaluating such a model requires repeated function evalu-
ations (and gradient computations) in the high-dimensional
space of RGB images. As an example, training the most
powerful DMs often takes hundreds of GPU days (e.g. 150 -
1000 V100 days in [ 5]) and repeated evaluations on a noisy
version of the input space render also inference expensiv
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1and chemical systems. Despite these suc-
ing advances, there are a number of disad-
ational methods that limit their power and
Jer adoption as a default method for statis-
It is one of these limitations, the choice of
imation, that we address in this paper.

ence requires that intractable posterior dis-
soximated by a class of known probabil

er which we search for the best approxima-
osterior. The class of approximations used
¢.g.. mean-ficld approximations. implying
is ever able (o resemble the true posterior
s is @ widely raised objection to variational
1 unlike other inferential methods such as
1 the asymptotic regime we are unable re-
ssterior distribution.

vidence that richer. mare faithful posterior
do result in better performance. For exan-
ared to sigmoid belief networks that make
4d approximations, deep auto-regressive
posterior approximation with an auto-
rdency structure that provides a clear im-
tformance (Mnih & Gregor, 2014). There
sody of evidence that describes the detri-
limited posterior approximations. Turner
) provide an exposition of two commonly
blems. The first is the widely-observed
»r-estimation of the variance of the poste-
which can result in poor predictions and
ans based on the chosen posterior approx-
‘ond s that the limited capacity of the pos-
ation can also result in biases in the MAP
model parameters (and this is the case e.g..
odels).
oposals for rich posterior approximations
wred, typically based on structured mean-
tions that incorporate some basic form of
1in the approximate posterior. Another po-
ul alternative would be to specify the ap-
rior as a mixture model. such as those de-
kola & Jordan (1998); Jordan et al. (1999);
(2012). But the mixture approach limits
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tworks (RNNs) [3]. [4] are a new neural
reome this problem. In fact, RNNs can

The main idea consists of encoding the
into & set of states associated with the
s arc dynamically updated following the
» among the nodes. Finally. an output is
wodings stored in the states. However,
s from a number of limitations. In fact
ly dirceted and acyclic graphs and can
focused problems. i.c. 7{G, n) must be

a new neural ne wk mudel. called
N). at extends recursive neural
process most of the practically useful
plied both on graph and node focused
algorithm for GNNs is also described
imental results that assess the properties
is worth 1o mention that, under mild
on 7 on graphs can be approximated
iN. Such a result, which, for reasons of
iscussed in this paper. is proved in [5
paper is as follows: Section 11 presents
main properties. Section 1
inally. in Section [V
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A GLANCE AT THE GEN Al TIMELINE

Snapchat DeeplL Github Co-Pilot ChatGPT 3.0
2015 08/2017 11/2021 11/2022
Snapchat launched Translational Al DeepL Release of the coding Release of the
Al-powered Filters was released Al Github Copilot conversational Al
ChatGPT 3.0




shouldn't we... .

Write proposals
through Al?



shouldn't we... .

~ Stop handmade code
development?



shouldn't we...

Create Al conference
summaries and stop
conference attendance?



~ Sowh '
shouldn't we? —




Arguments that encourage the Use of Al

The young generation adapts to new technology quickly and

identifies its capabilities in the process

The use of Al appears natural to the young community

Peer pressure enforces a wide coverage of users

AN AN N M

Little regulation opens the possibility to usage in a variety of ways

AV A VO VO Ve

It might be the Holy Grail for a relaxed life!



Arguments that keep us from the Use of Al

Loss of individuality through the usage of Al and rise of self
doubt of personal skills

Reputation of Al remains to be disputable

Al learns underlying concepts and develops prediction power but
extracting these physical concepts is complex

N AN AN N
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Science is about struggling and problem solving

Consequently, we end up visibly
unsure!

“hi\\



There are conflicts arising... - A Thought Process

| need to advance toward a permanent

position as soon as possible! _
Al tools will make my proposals better

and make me receive this vital funding,

” 111
Well, if | use Al, am | even good enough to so | have to use it!

climb the academic career path without it?
But if everybody else uses it, | won't
advance and be able to compete!

Well, if | have to rely on it to perform, then
does it even rely on me?

Am | even needed and is there any future for
me in my passion?

AN/




What can we do? - We need a Strategic Approach!

“It's not about allowance or restriction but about guidance.”

), CONSCIOUSNESS Q\ /

¥  WELLBEING - -

17 EDUCATION — '
©  AWARENESS - X\ ; ’




Summarizing...

/ “It is our Young Generation that is heavily impacted \
by Artificial Intelligence, But caught between Peer

Pressure and Loss of Identity, they lose navigation.
Therefore, it is for all of us to become aware of this
situation and educate ourselves on this subject. We

have to develop an aura of wellbeing around the

tapic Artificial Intelligence and foster consciousness
\0/7 the use of Al among students and among us!” /




Thank you for your valuable attention!

| hope it was also valuable for you!



