C

traccc
Track Reconstruction on GPUSs in Acts

Attila Krasznahorkay
on behalf of a lot of people...

%

HEP Software Foundation



(Classical) Track Finding 101

Clusterization, measurement

and spacepoint creation

[ energy below threshold

Track finding



The Need For GPUs

e The sort of events that we will need to
reconstruct during the HL-LHC, are

the ones shown here
o On which the combinatorics of our
algorithms explode
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ComputingandSoftwarePublicResults

The Acts Parallelization R&D

°
{ traccc J

algebra-
plugins
{ vecmem J

To explore fundamentally new ways for
reconstructing particle tracks, we

created a set of “standalone” projects
o  With the top reconstruction algorithms sitting in
traccc, and all other projects serving various
purposes for making that happen
The overall goal is to demonstrate that
we could run track reconstruction on
GPUs without any shortcuts in

reconstruction / physics quality
o Using the same (type of) combinatorial Kalman
filtering used by Acts, with detector geometry
and magnetic field modeled at the same level
of accuracy


https://github.com/acts-project/traccc
https://github.com/acts-project/acts
https://github.com/acts-project/acts
https://github.com/acts-project/traccc
https://github.com/acts-project/traccc
https://github.com/acts-project/detray
https://github.com/acts-project/detray
https://github.com/acts-project/algebra-plugins
https://github.com/acts-project/algebra-plugins
https://github.com/acts-project/vecmem
https://github.com/acts-project/vecmem
https://github.com/acts-project/covfie
https://github.com/acts-project/covfie

Base Projects

e (Good technical work has happened in vecmem,
algebra-plugins and covfie
o But those are not the main things for today..

e vecmem introduced basic support for SoA containers
o  But they did not make their way into traccc yet

e algebra-plugins improved its vectorization support in host

code
o  Both for auto- and explicit-vectorization

Current contributors:
Joana Niermann, Beomki Yeo,
Stephen Swatman



https://github.com/acts-project/vecmem
https://github.com/acts-project/algebra-plugins
https://github.com/acts-project/covfie
https://github.com/acts-project/vecmem
https://github.com/acts-project/traccc
https://github.com/acts-project/algebra-plugins
https://github.com/acts-project/vecmem/tree/main/core/include/vecmem/edm
https://github.com/acts-project/algebra-plugins/pull/120

Is maybe our most ambitious project

It provides a surface based geometry
for tracking, with efficient navigation /
propagation support between the

surfaces
o Including the management of surface
material and magnetic field during the
navigation

All implemented without using “GPU

hostile” programming methods
o Virtual inheritance, dynamic memory
allocation, etc.

Current contributors:
Joana Niermann, Beomki Yeo, Andreas Salzburger,
Frederik Verdoner Barba, Eleni Xochelli, Stephen Swatman


https://github.com/acts-project/detray

Latest Developments

e After updates in Acts and ODD, created
JSON descriptions of the ODD for Detray

o Including the properly defined “surface grids” and : L= = ifif ]
“material maps” ODD surfaces and grids

o  Still a little manually for these tests, but will make
it a lot more automatic soon. Making it possible < 2;_ . Acts & Detray | :
to convert any “Acts geometry” to a Detray one. % 18 ﬁ‘ ! ¥

e Can now exactly reproduce the behaviour 5 F i ] ;
, o ) @ 14 Y LY i ;
of Acts’s existing tracking geometry code b ";_?\ ,ﬁ;’ !

o  Material mapping comparisons on device to 1B A A E /
some soon, current comparisons all done in host os— ¥ \ / ‘ ,,‘
code. 06F- Yoy ;‘; - !ﬁ ;{,

e Tons of technical developments done to 04 W &'y
make it all happen... oz o
0 Lol | L [ B |
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https://gitlab.cern.ch/acts/OpenDataDetector

Category Algorithms CPU CUDA SYCL Alpaka Kokkos Futhark
Clusterization CCL / FastSv / etc.
Measurement creation
Seeding Spacepoint formation v
Spacepoint binning
Seed finding
T
Track finding Combinatorial KF
Track fitting KF V|
':;:::3:::: Greedy resolver

[72: exists, © : work started, : work not started yet

Current contributors:

Beomki Yeo, Joana Niermann, Ryan Joseph Cross, Stewart
Martin-Haugh, Shima Shimizu, Sylvain Joube, Stephen
Swatman

It is our main repository, combining

the capabilities of all of the other ones
o GPU code development initially happens in
CUDA most of the time, then generalising it

to work with SYCL, Alpaka, etc. as well.

As was the original goal, significant
code sharing is achieved between the
host and device, and the different

device implementations
o Technically in all cases happening through
shared, inlined functions (working on “GPU
friendly” data types)


https://developer.nvidia.com/cuda-toolkit
https://www.khronos.org/sycl/
https://alpaka.readthedocs.io
https://github.com/acts-project/traccc

The full ODD reconstruction chain

now works on the host and with

CUDA! &

o  Without ambiguity resolution... For that we
still only have an algorithm for the host.

o Technically the “full CUDA chain” can fit on
a single screen! &

Geant4 simulation files for its input
can now be produced using Acts’s

main branch
o See: acts-project/acts#3169

v device
> alpaka
> common
v cuda
v include /traccc/ cuda
> clusterization
v finding
finding_algorithm.hpp
> fitting
> seeding
> utils
> src
CMakelLists.txt
> futhark
> kokkos
v sycl
v include/traccc/sycl
> clusterization
v fitting
fitting_algorithm.hpp
> seeding
> utils
> src
CMakeLists.txt

full_chain_algorithm: :output_type full_chain algorithm::oper:
const cell_collection types::host& cells,
c cell_module_collection_types::host& modules) cc

Create device cof f inpi tion:

cell_collection_types: :buffer cells_buffer

m_copy (vecmen: :get_data(cells), cells_buffer)
cell_module_collection_types: :buffer modules_buffer(modules.size(),
*m_cached_device_mr);
get_data(modules), modules_buffer)->ignore();

erizat E nck ousl
tion_algorithm::output_type measurements =
m_clusterization(cells_buffer, modules_buffer);

measurement_sorting(measurements);
f 1

on(measurements, modules_buffer);
ck_params_estimation: :output_type track_params
parameter_estimation(spacepoints, m

m_field_vec);

) navigation_buffer = det
*m_detector,

m_copy

*m_cached_device_mr, &m_host_mr);

in the track findin nchronously)
finding_algorithm: :output_type track_candidates =
m_finding(m_device_detector_view, m_field, navigation_buffer,
measurements, track_params);

t fitting_algorithm::output_type track_states =

m_fitting(m_device_detector_view, m_field, navigation_buffer,

c i amount of result data bac
output_type result{&m_host_mr};
_states.headers, result)->wait();

turn result;



https://github.com/acts-project/acts/pull/3169
https://github.com/acts-project/traccc/tree/main/device
https://github.com/acts-project/traccc/blob/main/examples/run/cuda/full_chain_algorithm.cpp

Host <-> Device Agreement

Event 1 <<<===
Numbev of measurements: 637 (host), 637 (device)

Matching rate(s):
% uncertainty
uncertainty FP32

uncertainty
- s uncertainty
Number of s points: 637 (host), 637 (device)
Matching rate(s):
- 98.2732% at 0.01% uncertainty
t 0.1% uncertainty
uncertainty
- % uncertainty
Number of seeds: 96 (host), 96 (device)

Matchlﬂq rate(s): ===>>> Event 1 <<

% uncertainty Number Qf measurements: 637 (host), 637 (device)
. Matching rate(s):
- uncertainty o o i
S - 100% at 0.01% uncertainty
- N ERuncEltanLy, - 100% at 0.1% uncertaint
Number of track parameters: 96 (host), 96 (device) 100f t 18 ° Rt Y
Matching rate(s): B ¢ ab s uncertainty

. - 100% at 5% uncertainty
- 60.4167% at 0.01% uncertainty 1
‘g t 0. uncertainty Number of spacepolnts 637 (host), 637 (device

5 2 Matching rate(s
. ftuigeﬂzgfﬁ?mty - 100% at 0.01% uncertainty
° ° o - - 100% at 0.1% uncertainty
Number of track c??dldates (header): 108 (host), 108 (dev: - 160% at 1% uncertainty
. - 100% at 5% uncertainty
Number of seeds: 96 (host), 96 (device)

certainty

Matching rate(s
- 62.9 t 0. uncertainty
a uncertainty

uﬂcefzgfétal"ty - 100% at 0.01% uncertainty
Ny Yy - 100% at 0.1% uncertainty

Matching rate(s):

Track candidates (item) matching rate: 100% . 100% at 1
Number of track states: 108 (host), 108 (device) _ 100{ at 5
Matchlng rate(s): g
at 0.01% uncertainty
at 0 uncertainty

- at 1% uncertainty
- 100% at 5% uncertainty

uncertainty
uncertainty
Number of track parameters: 96 (host), 96 (device)
Matching rate(s):
% % uncertainty
s uncertainty
uncertainty
- uncertainty
Number of track candidates (header): 108 (host), 108 (device)
Matching nate(s)
= % at 0.01% uncertainty
uncertainty
at 1% uncertainty
% at 5% uncertainty
Track candidates (item) matching rate: 100%
Number of track states: 108 (host), 108 (device)
Matchil
- 100% a uncertainty
- 10t uncertainty
- 10 certainty
- 100% at 5 uncertainty

Our main “development applications”
are ones executing the algorithms one
by one, checking their outputs at

every step
o  Allowing us to measure the “physics
performance” of the code, and to compare
results between different implementations
of the same algorithm
At FP32/single precision, agreement
between the host and GPU is not

perfect. But it's also not terrible.
o  While at FP64/double precision the GPU
code finds the exact same tracks, with the
exact same properties. 10



https://en.wikipedia.org/wiki/Single-precision_floating-point_format
https://en.wikipedia.org/wiki/Double-precision_floating-point_format

ODD Reconstruction Compute Performance

@® AMD EPYC 7413 (48 CPU threads) @ NVIDIA RTX A5000 (2 CPU threads)
NVIDIA RTX A4000 (2 CPU threads) @ NVIDIA RTX3080 (2 CPU threads) 4 NVIDIA RTX2060 (2 CPU threads)
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e \We also have tests that load N events into (host) memory, and process them over- and over

again to test the throughput of our algorithms
o  Just copying stuff back to the host at the end, but not analyzing the output of the reconstruction
e Even with the so far hardly optimized algorithms, we can beat a single “decent” CPU with a

single “workstation” GPU at HL-LHC luminosities »



@® AMD EPYC 7413 (48 CPU threads) @ NVIDIA RTX A5000 (2 CPU threads)
NVIDIA RTX A4000 (2 CPU threads) @ NVIDIA RTX3080 (2 CPU threads) 4 NVIDIA RTX2060 (2 CPU threads)
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We also have tests that load N events into (host) memory, and process them over- and over

again to test the throughput of our algorithms
o  Just copying stuff back to the host at the end, but not analyzing the output of the reconstruction
Even with the so far hardly optimized algorithms, we can beat a single “decent” CPU with a

single “workstation” GPU at HL-LHC luminosities 0



Makes it very clear that all compute
performance numbers are to be taken

with some salt
o These efficiencies (for high-p. muons)
should be ~100%. We will make sure that
they would be.

With this in mind, such efficiencies
without any ODD specific settings for
our code, are not a terrible starting
point £
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The Bugs / Next Steps

With the full chain only starting to work a few weeks ago, and only running on larger

simulation samples now (this week) for the first time, we are finding a lot of errors still.

o I'm not too worried about this though

We will need to demonstrate that the algorithms can find tracks in the ODD efficiently

o Already identified a few places where our default algorithm configurations don’t seem to work well
o  Making proper use of material maps during reconstruction will also help

Will need to make the code work with ATLAS’s HL-LHC inner detector geometry (1Tk)

o  With the infrastructure developed with the ODD geometry, this should be a finite amount of effort
We will switch to a fully-SoA Event Data Model from the current, naive AoS one
Implement the missing algorithms with CUDA, SYCL, Alpaka, etc.

Integrate everything into Acts!
o  With a unified Ul with all the existing / CPU tools

14


https://doi.org/10.1016/j.nima.2022.167597
https://en.wikipedia.org/wiki/AoS_and_SoA#Structure_of_arrays
https://en.wikipedia.org/wiki/AoS_and_SoA#Array_of_structures
https://developer.nvidia.com/cuda-toolkit
https://www.khronos.org/sycl/
https://alpaka.readthedocs.io

Summary

e | believe the future is bright for Act's GPU capabilities!

o The very first version of the code that works on the ODD (v0.10.0), has a lot to improve still
o However the performance, as is, makes me very hopeful already!

e Much of the current code is held together by sellotape, spit and blind luck...
o But we have a plan for making it all a lot more robust, and (hopefully) significantly faster

e Alot of work already done, and a lot of good work still ahead of us! =

15



https://github.com/acts-project/traccc/releases/tag/v0.10.0

Backup



ODD Reconstruction Compute Performance

ttbar event processing rate [events / sec]

Device U = 20 b =40 b =60 W =80 W =100 b =140 b =200 W =300
AMD EPYC 7413 (48 CPU threads) 163.71 91.8513 60.359 37.8601 25.8034 13.8167 6.03643 2.35974
NVIDIA RTX A5000 (2 CPU threads) =~ 42.0662 33.9328 30.1514 26.1469 22.6047 18.5172 12.7826 7.21733
NVIDIA RTX A4000 (2 CPU threads) =~ 42.8472 33.4305 28.555 24.2146 21.5356 15.314 10.4362

NVIDIA RTX3080 (2 CPU threads) 38.9144 31.7598 27.9324 24.0226 21.7591 16.9548

NVIDIA RTX2060 (2 CPU threads) 36.941 26.9102 21.679 16.6888 13.4879

17
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void tracec:cuda-kemels-propagate. 0_next_surface<Getray:propagatoredetray-rk stepper<couie feld viewscovfe: backend: constantcovfie-vector-vector_defloat,(unsigned long)3>, covfievector-vector_defoat, (unsigned ong)3»>>, detray-cmathefl
iteredetray:ri stepperec fezvector:vector_d<float,
defauit metadata,detray

oc covfie-vector:vector_d<foat, (unsigned long)3>»>, detray:cmathfioat detray:constraine
oT s kermels-finc 3

x  vector, detray-tuple, dtrsy-daray, vecmer: jagged_devicevector dtray-dmap», tracce-finding.configeioat»>(T2, 1. iew
CUDA memepy Hostto-Device]

aces vector.

. vecmen: data-vector. cell module>, unsigned short, unsigned shor, veemen:data-Vector.vew<1racoc:measUrements, vecmem: data-veclor_vewsunsign

 vecmem-data-vector. irack

2 o cmatheioats»>, =  inks, vecmen:
tracec: cudackernels:count riplets(racec:seedfindsr_confi, detray:const_grd2_views detray. rid2«detray-attach_populato, detrayaxis2-circula, detray-axis2-regular, detray: selalizer2,detray:dvector, detray: dagged_vector, detray- daray, detray: dtp
tracec: cudazkernels:find_doublets(lracce-seedfindor_confg,detay:const grd2.views detray grid2<detray:attach.populator,detay:anl2: cicula,detray:axis2:-regula,detray:seralzer2, deray-dvector, detray.djagged.vector,dotray: darray,detray-dup.
o tracoc: cudackemels-bulk_tracks<tracee: finding.configeoato>(T . v
[CUDA memcpy Devce-to-Hosi]

Vecmem-dataivector rack Jogged_vector.v

void cub-CUB_200100_520_NS:

ubiCUB_200100_520.NS: , cub:CUB_200100_520_NS: NullType * long,racec: measurement_sort.
‘Wacec:cuda:Kerels count_doublets{racec: seodinder_confg, detray: const_grd2. viewdetray:rid2<detay:atiach_populato, detray: xis2:circular, detray axis2:eguar, detray saralzer2, deray:dvector, detray: ogged.vector, detray:danay, detray-di.

ac ool gt (P Seedsort, s O, G Uy-conet 2 w0t pop s, Aoy 2o, dety- 42Tl Gy ek, e i Gy g vt o
racee:c

tacee:measurement

ack.p emathelloat»», cont tracec-measurement, vecmen: data-vector_view<const unsignad int, racce:-contaier_viswedetray-bound.track_parameters
bound rack emathefioat»>», vecmen: data.vector_viewscons? detray geomelry.barcode>, vecmen: data: vector_view<const unsigned it unsign:
O ol o Coret ey Gy LT, -1 e RG0Sl G ol VGO 500 et YL Gy Gra>(T o 3, v 6t

racec: cudazkernels:count s data vectory

o, vecmem:data-vector cell modules, unsigned nt, vecme-data ector_wewslraccc: $paceponts)
void cub-CUB_200100_520_NS: DevicebergeSortBlock SortKermel(b001)0,cub: CUB_200100_520_NS: Device MergeSortPolcyeiraccc: easurement »:Policy600, traccc: measurement ,cub:CUB_200100_520_NS-NulType *, tracee:measurement %, cub.
void cub-CUB_200100_520_NS: it long, THLT4%T2,T2, 124,73, T2, It)

[cuDAmemset]

.sont_comp, racce:
Voidthrust:cuda_cubcore:_kernel_agentethust-cuda_cub-_paralielfor-ParaleForAgentethrust:cuda_cub:_transforms unary_transform_fetracec-candidate ik *, iraccc: candidate Jink + hrust-cuda_cub_transform:no_stenciltag, thrust identy<s
void cub-CUB_200100_520.NS: DevicsScanKemel<cub-CUB_200100_520_NS-DeiceScanPolicy<unsigned nt>: Polcy600, nsigned int ,unsigned int ,cub: CUB_200100_520_NS: ScanTleStatecunsigned i, (bool) 1>, thrust-phus<voids,cub:CUB200100
void thrust:cuda_cub:core: kernelagentethrust-cuda_oub:_paraielfor-ParaleForAgentethrust:cuda_cub:_fil-functor<unsigned int *, unsigned nt, long>, hrust-cuda_cub-_fifuncioreunsigned nt *, insigned Int, long>(T2.T3)

Vol thrust-cuda_cubcore- kernelagentthvust-cuda. oub-_paralilfor-ParalelForAgentethrust:cuda.cub:_ransform:unary._transform funsigned int+, unsigned int + thrust-cuda_cub-_transform:-no.
tracec: cuds: kernalsselect_sseds(tracce:ssedifiter_config vecmen: data vector_view<const tracce:spaceqoints,detray-const gt viensdat

void thrust-cuca_cub:core:_ketnel_agentethrust cuda_oub-_paralielfor-ParalelF

stenciLag, thustidentiyunsigned >, thrust
.y grd2«ctray attach_populator, detray axis2-circulr detray axis?-regula detray-serisizer?, detray dvec
(Agentethrust:cuda_cub: _transform: unary_ransform,feconst detray:bound.track parameters<detray.cmathefloats> ,detray: bound rack paramstersedetiay cmathe
Vol thrustcucda_cubcore:_kernelagenthrust:cuda_ oub:_paralil.for-ParaleForAgentethrust:cuda.cub:_ransform unary. transform fethrust-pairin,unsigned nt>, thust-paiint insigned in>* heust-cuda.cub:
acec - rack vector.s pecep
void cub-CUB_200100_520.NS:

transform:no_stencil tag, e

. si-amayefoat, std-amayefiont, viewedetray

200100_520. (bool)1>>(T, i)

™ 2warmings, 19 messages
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