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Summary Phase 0 

Research Program

Applications
SIS18 multi-turn injection (MTI):

classical single-objective
optimization
multi-objective Bayesian
optimization (MOBO)

closed-orbit correction via
Bayesian optimization (BO)
FRS: optimization with
cross-network communication
SIS18 slow-extraction
optimization

Geoff Development

upgraded COI from Gym to Gymnasium
extended API for Bayesian Optimization
started process for CERN-independent
GUI app
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GSI/FAIR Overview Phase 0 
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Automation & Optimization with Python

MTI loss minimization (SIS18)
beam steering (TK)
closed-orbit correction for non-standard optics (SIS18)
slow extraction loss minimization (SIS18)
beam steering and focusing (FRS)

Methods of Interest

BOBYQA + Bayesian optimization (BO)
physics-informed Bayesian optimization
multi-objective Bayesian optimization (MOBO)
data-driven model predictive control (MPC)
reinforcement learning (RL)

Work power

one scientific staff financed by EURO-LABS
one master student from PLUS (Salzburg)
several master/PhD students
from TUDa (Darmstadt)
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SIS18 Multi-Turn Injection Phase 0 
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Liouville’s theorem: beam can only go into free phase space
Competing goals:

maximize gain factor factor (reach space charge limit)
minimize losses at septum (cause vacuum degradation)

MTI model implemented in Xsuite for fast tracking

credit: C. Reinwald, master’s thesis

beam position + tune
most important
all parameters have
higher order dynamics
(shown by 𝜎/𝜇∗)
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https://xsuite.readthedocs.io/en/latest/


SIS18 MTI Optimization Phase 0 
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two beam times (Nov’23, Jun’24)
MTI is usually optimized manually
nine optimization parameters:

1
2
3

4
5

+ 4 TK steerers

150 iterations ≈ 30 minutes
1 iteration = median of 3 evaluations
loss reduced from 30 % to 12 %
successful use of Geoff + BOBYQA
outside of CERN

algorithm’s internal model not reusable
gray area = initialization phase of algorithm
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Mult-Objective Bayesian Optimization Phase 0 
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competing goals: maximize number of injections, minimize loss
Pareto front: set of solutions strictly better than others
prior art: simulation with genetic algorithms (S. Appel)
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SIS18 Closed-Orbit Correction Phase 0 
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broken-symmetry high-transition-energy SIS18 optics:
standard technique fails
BO provides complementary approach
additionally handles BPM noise better

Current work:
physics-informed covariance
kernels for orbit model
between BPMs
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credit: V. Isensee, master’s thesis

Geoff: Applications and Developments in 2024 6 / 13



Fragment Separator (FRS) and Super-FRS Phase 0 
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investigates nuclear structure of exotic nuclei
produces, separates and identifies exotic nuclei
sends them to downstream experiments or storage ring
Super-FRS: higher acceptance, more complex (4× more magnets),
gain factors between 1000 (¹²C) and 7500 (¹³²Sn)
automation of operational tasks essential
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FRS and Super-FRS: Goals Phase 0 
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Motivation

scale: manual setup too time consuming
complexity: different optical modes per user
accuracy: scaling for same optics but different
𝐵𝜌 not accurate enough

Observables
profile grid histograms
phase space spectra from tracking detectors

Machine Interface
LSA database (trim steerers, magnets)
FESA (SIS18 monitoring)
Go4 (experiment-side TPC, current grids)

Optimization Goals

0th order: center the beam
(vertical steerers, main dipoles)

1st order: set focus, dispersion (quadrupoles)
2nd order: minimize aberrations (sextupoles)
3rd order: minimize aberrations

(octupoles, S-FRS only)

Figure: Track classification (simulation with
disabled sextupoles)

K-Means DBSCAN

credit: D. Kallendorf, master’s thesis
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FRS and Super-FRS: Observables Phase 0 
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Central spot:
Twiss parameters
Non-dispersive 1st-order transfer matrix

Outer spots:
1st-/2nd-order dispersive
transfer matrix elements

Goal: Bring the spectra as close as
possible to desired 1st order parameters

⇒ optimize direct observables, not
individual matrix elements!

U92+ U91+ U90+

Different distance:
focus tilt

Different
heights

Dispersion

Different tilt:
a_center ≠ 0

2nd-order deformations:
sextupole errors
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FRS and Super-FRS: Results Phase 0 
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Proof of principle:
1. steer beams at target
2. tune quadrupoles to focus

beam (central spot upright)
3. tune sextupoles to remove

focal-plane tilt and “banana”
deformation

Next step

use other observables
tune entire 1st-order optics
include dispersion 0 5 10 15 20 25
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Geoff Phase 0 
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Python-based framework for reinforcement
learning and optimization
lists, configures and runs optimization problems
standardized interfaces and adapters
supports plotting, data logging, and
any controls system (with Python bindings)
flexible, easy to adapt code on-the-fly

← runs in the
terminal …

… and in a GUI! →
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Geoff Status Phase 0 
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main effort: migration from outdated
Gym library to Gymnasium
required extensive rewrite
all core packages updated
additionally: API extended to support
Bayesian optimization

Next Steps:

update GUI app, provide
backwards compatibility
help users at CERN and GSI to
update individual plugins
Nov: start CEA proof of concept
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Summary and Outlook Phase 0 
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Summary

successful proof of concept at GSI, endorsement from leadership
Gymnasium migration slower than expected, but core is done
widespread use at CERN

Outlook
roll out Gymnasium upgrade at CERN and GSI
GSI contributions to GUI app development ⇒ beneficial to EURO-LABS!
more experiments at GSI and CEA
upcoming major shifts in ecosystem: Gymnasium → 1.0, NumPy → 2.0

chance to be ahead of the curve!
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BOBYQA Phase 0 
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developed by Michael J. D. Powell in 2009
sequential trust–region algorithm

quadratic approximations of objective
update model and trust radius
on each iteration

Py-BOBYQA adds global optimization and
robustness against noise
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http://bison.ihep.su/~kachaev/books/Powell/NA2009_06_bobyqa_bound_constrained.pdf
https://numericalalgorithmsgroup.github.io/pybobyqa/


Bayesian Optimization Phase 0 
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probabilistic model of objective
Gaussian process prior expresses
assumption about objective
(mean function)
kernel function 𝑘(𝑥, 𝑥′) describes
correlation in phase space
acquisition function decides next
evaluation point
choice of kernel/acquisition
function essential!
easy extension to multi-objective
optimization
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https://ax.dev/tutorials/multiobjective_optimization.html
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