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Pixelated CdTe Detectors for Imaging X-rays on-board Solar Orbiter space mission

Thursday, 6 September 2012 15:10 (1 hour)

The STIX (Spectrometer Telescope for Imaging X-rays) instrument will be used on board the Solar Orbiter space mission to perform X-ray imaging and spectroscopy of solar flares. STIX is one of 10 instruments of the confirmed M-class mission of the European Space Agency (ESA) to be launched in 2017. The imaging is realized by a Fourier-imaging technique using tungsten grid collimators in front of 32 pixelated CdTe detectors. Solar thermal and non-thermal hard X-ray emissions from 4 keV to 150 keV will be imaged with high resolution (1 keV).

CdTe detectors dedicated for STIX are 10x10x1 mm³ in size. 8 big pixels plus 4 small pixels arranged in an asymmetrical geometrical configuration surrounded by a guard ring are read out with the Caliste-SO ASIC module developed at CEA. The pixel effective areas range from 9.7 mm² for the big and 1.0 mm² for the small ones. The pixelization process developed at the Laboratory for Micro- and Nanotechnology for the detectors purchased from Acrorad Co., Ltd Japan will be described. Our results for leakage current measurements and spectral measurements obtained after the segmentation process are presented and discussed. For the selection of flight-quality detectors two setups were developed at PSI and ETH. The setup allows a serial and fast measurement of the leakage current of each individual pixel including guard ring. All measurements are carried out at different temperature levels. Since the detectors are very sensitive to mechanical shock (brittle, increasing leakage current with decreasing spectral performance) a protecting support is needed for handling the devices. Specially developed detector holders with electrical contact to the pixels are used to ensure a safe transfer between two setups.
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In 2001, a video camera of one million frames per second (1 Mfps) was developed by Etoh et al. In-situ Storage with more than one hundred CCD memory elements were installed for each pixel. Simultaneous recording in all pixels realized the ultra-fast image capturing. The pixel count was 86 kpixels. The type of the sensors was named ISIS, In-situ Storage Image Sensor. They have been continuously evolving in the frame rate, the sensitivity and the pixel count. In 2011, a backside illuminated ISIS with EM-CCD achieved 16 Mfps with 165 kpixels and the sensitivity of several photons per pixel. It was a prototype image sensor. The authors are currently developing the practical version with 344 kpixels. The authors proposed a new architecture which can achieve 100 Mfps with the fill factor of 100%. The theoretical highest frame rate achievable by this architecture is 1 Gfps.

In 2012, a CMOS version was reported by Tochigi et al. The highest frame rate of the camera was 20 Mfps for 50 kpixels.

Another direction of evolution of ISISes is introduction of new functions: among them are in-pixel signal accumulation which drastically improves S/N ratio in imaging of reproducible phenomena with very low light intensity, and user-friendly utility functions, such as a built-in multicamera, a double-trigger system, and so forth.

The sensors are expected to be applied not only to the ultra-high-speed imaging for visible light, but also to imaging with other electromagnetic waves, imaging TOF MS, pulse-neutron radiography, etc.

This paper reviews the evolution of the ISISes.
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Radiation-Hard High-Speed Parallel Optical Links

Wednesday, 5 September 2012 11:40 (20 minutes)

We have designed two ASICs for possible applications in the optical links of a new layer of the ATLAS pixel detector for the initial phase of the LHC luminosity upgrade. The ASICs include a high-speed driver for a VCSEL and a receiver/decoder to extract the data and clock from the signal received by a PIN diode. Both ASICs contain 12 channels for operation with a VCSEL or PIN array. Among these channels, the outer four channels are designated as spares to bypass a broken PIN or VCSEL within the inner eight channels. The ASICs were designed using a 130 nm CMOS process to enhance the radiation-hardness. With the spacing of 250 μm between two VCSEL or PIN channels, the width of an optical array is only 3 mm. This allows the fabrication of compact parallel optical engine for installation at a location where space is at a premium such as that close to a pixel detector. The fabricated receiver/decoder properly decodes the bi-phase marked input stream with no bit error at low PIN current. The performance of the VCSEL driver at 5 Gb/s is satisfactory. We are able to program the ASICs to bypass a broken PIN or VCSEL and the power-on reset circuits have been successfully implemented to set the ASICs to a default configuration in an event of communication failure. We have irradiated the receiver/decoder to high dose and observe no significant degradation and the SEU rate is low. We plan to irradiate the VCSEL drivers in the summer to measure the radiation hardness. We will present results from the study at the conference. In addition, we will present the design of a new VCSEL driver ASIC to operate at 10 Gb/s which will yield an aggregated bandwidth of 120 Gb/s for a fiber ribbon.
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The ultra low mass cooling system of the Belle II DEPFET detector

Tuesday, 4 September 2012 15:20 (1 hour)

The new $e^+e^-$ colliders impose unprecedented demands to the performance of the vertex detectors. To achieve the required resolution in the vertex reconstruction, besides highly segmented pixel detectors, the material budget has to be kept at very low levels to reduce the multiple Coulomb scattering. These requirements are even more challenging in the case of the new Japanese Super Flavour Factory (SuperKEKB) where the very low momentum of the particles in the final state requires a vertex detector with less than 0.2%-$X_0$ per layer, together with 50x50-$\mu m^2$ pixels, to achieve the aimed resolution of 8.5-$\mu m$.

As a consequence, there is an obvious impact on the cooling system, that has to be carefully designed, not allowing active cooling pipes inside the acceptance region. Due to the low power dissipation of the DEPFET sensor and the special geometry of the detectors (with the front end electronics placed at both ends of the ladder), the system can be cooled by circulating cold CO$_2$ through the massive support structures outside of the acceptance, while the sensitive area relies on forced convection with cold dry air.

In the talk not only full thermal simulations will be presented but also measurements done with a real mock up, showing that a proper cooling of the vertex detector can be made using this approach.
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New fabrication and packaging technologies for CMOS pixel sensors: closing gap between hybrid and monolithic approach

Thursday, 6 September 2012 11:40 (20 minutes)

Monolithic CMOS Pixels (MAPS) integrate on the same silicon substrate the radiation sensor element with the processing electronics. Their fabrication is possible through an easy access to commercial high-volume foundries, resulting in low costs and high yield. However in the standard implementation these devices suffer from two major limitations. First, only NMOS transistors are allowed on top of the active area. Second, even high-resistivity substrate cannot be fully depleted because of voltage limitation of CMOS transistors.

In order to overcome both limitations, we propose new CMOS fabrication procedures recently available for low-volume users. The first one (TowerJazz CIS) is a 180 nm process with high-resistivity epitaxial layer and quadruple well option. Two additional deep wells (implants) isolate electrically the substrate from standard shallow wells and allow for both types of transistors to be implemented. The second process (ESPROS Photonics Corporation) is a 150 nm CMOS on bulk high resistivity (detector quality) substrate, insulated from transistor level by deep implant (junction). Following front-end processing, wafers are back-thinned to 50 microns; back-contact is implemented and activated at low temperature. This is part of standard ESPROS foundry procedure, no post-processing is required. Resulting structure allows not only for both types of transistors on top of the sensing area but also for full depletion (or even over depletion) of entire detector thickness. Results of charge collection efficiency and irradiation study of sensors from both manufacturers are presented.

Total thickness of monolithic CMOS sensors can be very small: typically 15 µm for active silicon and 5 µm for interconnections (several metal-insulator layers). Therefore MAPS can be thinned down to less than 30 µm, without losing their tracking performance. This allows very small material budget and construction of non-planar (cylindrical) detector layers: thin silicon is quite flexible. In order to demonstrate feasibility of large area, ultra-light (< 0.1% radiation length) sensor ladders we develop novel packaging method. Thinned sensors (<50 microns) are embedded in polymer (kapton) film, electrical connection to pads are implemented by metal deposition and metal lithography (no wire bonding). The process is based on slightly modified process (existing at CERN) for flexible multi-layer PCB fabrication, in which aluminum is used for all metal interconnections. We present details of ladder design adapted for large area, followed by minimum ionizing particle tracking tests results.

Microelectronics industry is evolving rapidly: several other foundries propose deep submicron advanced CMOS process on high resistivity bulk material. Wafer back thinning and back-contact implementation as post-processing start to be also easily available on a cost-effective way. We believe that in near future this approach will reduce hybrid pixel technology approach to the cases where the use of non-silicon detector material (like diamond or cadmium telluride) is really mandatory.
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The Belle II pixel detector: high precision with low material

The Belle II pixel detector: high precision with low material

**Monday, 3 September 2012 14:20 (20 minutes)**

An upgrade of the existing Japanese Flavour Factory (KEKB in Tsukuba, Japan) is under construction, and is foreseen for commissioning by the end of 2014. This new e+e− machine (“SuperKEKB”) will deliver an instantaneous luminosity of $8 \times 10^{35}$ cm$^{-2}$s$^{-1}$, which is 40 times higher than the world record set by KEKB.

In order to be able to fully exploit the increased number of events and provide high precision measurements of the decay vertex of the B meson systems in such a harsh environment, the Belle detector will be upgraded (“Belle II”) and a new silicon vertex detector, based on the DEPFET technology, will be designed and constructed. The new pixel detector, close to the interaction point, will consist of two layers of DEPFET active pixel sensors. This technology combines the detection together with the in-pixel amplification by the integration, on every pixel, of a field effect transistor into a fully depleted silicon bulk. In Belle II, DEPFET sensors thinned down to 75 μm with low power consumption and low intrinsic noise will be used.

In the talk, a general overview of the pixel detector will be presented, from the sensor description to the data transmission chain, all the way up the ASICs and the cooling concept.
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Abstract
Large-scale integration (LSI) technology in two dimensions has been the norm over the past three decades. However, the industry is now rapidly moving into the era of sub-20-nm nodes, and continuation of the present scaling trend will require the introduction of new transistors with three-dimensional (3D) structures and new materials and processes. This is expected to dramatically increase the development and manufacturing costs for systems-on-a-chip. 3D-LSI is one solution that can mitigate cost increases without degrading device performance. Consequently, many methods to realize 3D-LSI devices have been developed by focusing on the unit processes of 3D-LSI technology: (1) through-silicon via (TSV) formation, (2) bump formation, (3) wafer thinning, (4) chip/wafer alignment, and (5) chip/wafer bonding. However, these unit processes are incompatible in terms of various device and process requirements such as process temperature, device structure, TSV and bump dimensions, yield, reliability, and supply chain. For example, the simplest 3D pixel detectors are two-tile face-to-face stacking devices with fine-pitch μ-bump bonding, which requires bump formation, wafer thinning, accurate chip/wafer alignment, and chip/wafer stacking. For bump connection, several reported methods are available, such as Cu–Cu bonding, intermetallic-compound bonding with Cu/Sn bumps, and Au bump bonding. Cu–Cu direct bonding can provide a good and robust connection, but needs completely clean and flat surfaces. This would necessitate a dust-free environment, which is difficult to realize in practice for wafer/chip stacking with bump bonding. Therefore, although theoretically there might be many combinations of these five unit processes, the combinations do not a device structure with good yield, reliability, and cost. This study investigated the optimal combination of unit processes for manufacturing the SOI stacked pixel detector chip that has been designed by KEK. Stacking was accomplished with 2.5 μm × 2.5 μm In bump connections and adhesive injection at low temperature (less than 200°C). It was found that the stacking process is affected by the layout of each tier, that adhesive injection is the key technology, and that these effects could be minimized by optimizing the layout, process parameters, and device structure. Another concern in manufacturing the pixel detector is suppressing metal contamination. Some metals such as Au, Fe, and Pt form intermediate energy levels between the conduction and valence bands of Si and act as life-time killer. Cu is used as a wiring material and bump material in 3D devices. However, Cu diffuses into Si crystals and SiO2 even at room temperature, increasing the leak current of pn junctions and deteriorating the oxide quality of MOS transistors. In our 3D integration using In bumps, Au is used to protect In from oxidation. Hence, optimizing the UBM (under bump metallization) layer is important. Therefore, we also studied the device characteristics with different UBM materials.
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Silicon Strip Detectors for ATLAS at the HL-LHC Upgrade

Tuesday, 4 September 2012 15:20 (1 hour)

While the Large Hadron Collider (LHC) at CERN continues to deliver increasing amounts of luminosity to the experiments, a phased upgrade of the LHC is planned, ultimately aimed at a luminosity of ten times the LHC design luminosity (HL-LHC). To cope with the expected harsh operating conditions in terms of particle rates and radiation dose, the ATLAS collaboration is developing a new tracker. In our presentation, we give an overview of the ATLAS tracker upgrade project, focusing on the silicon strip layers. We discuss technology choices for the sensors and present mechanical and electronic aspects of proposed module designs.
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Experience with 3D integration techniques in the framework of the ATLAS pixel upgrade for high luminosity LHC

Wednesday, 5 September 2012 10:00 (20 minutes)

With the planned upgrades of the LHC for higher than present luminosity, the ATLAS pixel detector will be confronted to higher hit rate. R&D for the inner layers of the future ATLAS pixel detector has started in the direction of smaller feature size CMOS bulk processes, as well as in the direction of the new possibilities offered by 3D integration technologies. In this presentation, a report will be given on 2 different 3D integration techniques for the future pixel readout IC which were followed by the ATLAS pixel collaboration. The first one consists in the drilling of Through Silicon Via (TSV) in a via first approach, with the benefits associated to small aspect ratio and the insertion of the TSV at the pixel level, but also the technical issues of a technology still presenting challenges for the industrial partners. The second one consists in the drilling of the TSV via-last, with a potential for improved module concepts, despite the somewhat coarser technology and the associated reduction in via density. First results from both approaches are now available and will be discussed.
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Front end electronics for European XFEL sensor: the AGIPD project

Tuesday, 4 September 2012 17:00 (20 minutes)

The European X-ray Free-Electron Laser Facility will generate extremely brilliant, ultra-short pulses of X-rays, imposing challenging constraints to the detectors to be used in the experiments. It is expected to have a peak brilliance of $10^{33}$ ph/(s mm$^2$ mrad$^2$ 0.1%BW), 9 orders of magnitude more than 3rd generation synchrotron sources. The flux will be such that many pixels will have to cope with much more than one photon (up to $10^4$) per pulse, while required to retain single (or better than poissonian statistics) photon sensitivity. This will also expose the system to a substantial amount of radiation, estimated for the readout ASIC to be of the order of tens of MGy. The time structure of the beam will consist in a sequence of tight bunches of X-ray pulses (up to 2700 pulses in 0.6ms) separated by a period of 99.4 ms. Each pulse will be around about 100 fs long.

From the detector designer’s point of view, this means that the front end has to cope with a high dynamic range, while having a noise low enough to discriminate single photons. Photon counting cannot be use (because of the high flux per pixel), and the sensor is required to provide a way to store the information from several (ideally, all) pulses on-board, to be read out in the interval between trains. At the same time, it also has to be substantially radiation-hard.

The AGIPD (Adaptive Gain Integrating Pixel Detector) is being developed as a way to cope with such challenges. It consists in a 1Mpixel hybrid pixel detector, featuring a pitch of 200μm; the readout will be performed by means of 16x16 ASICs, each composed of 64x64 pixels. The development is shared between DESY, PSI, the universities of Hamburg and Bonn.

The large dynamic range and single photon sensitivity issues was tackled with a dynamically adjustable charge amplifier integrated inside each pixel, ranging over 2 orders of magnitude, so that its gain is adjusted real-time to the number of absorbed photons. Tests prove the system to work correctly, both in terms of dynamic range and in terms of speed. Our target for the noise is to keep it at about 0.1 photons of 12.4 keV (300~400 e), so to allows for the requested single-photon sensitivity.

Correlated Double Sampling circuitry is included inside each pixel, as well as an embedded memory able to store up to 350 frames per pulse train. This is certainly less than the ideal case, since up to 2700 images are produced during a pulse train, but it comes as a compromise of keeping pixel dimensions reduced, and of course out of leakage minimization and radiation hard design issues. Radiation-hard design techniques have been employed, with the use of Enclosed Layout Transistors and guard rings around the critical devices.

Measurement performed on test prototypes confirm that in the operation range the leakage is low enough to keep the signal loss at less than 0.1% even for the last cells to be read.

As a partial solution of the limited memory depth problem, the memory has been designed to addressable RAM-like, allowing the overwriting of memory cells storing meaningless data by means of a veto schema.

A Command Serial interface has been included to address the pixels and their memory cells by means of 3 LVDS lines.

An irradiation campaign has been performed on test prototype using a synchrotron source and exposing them to increasing doses, confirming a good behaviour for 1MGy-irradiated ASICs and the retention of functionality for 10MGy-irradiated ASICs. Several test prototypes have been produced on a reduced scale, mainly by means of MPW runs and I will present the results of extensive
tests; we foresee the ASIC for the full detector to be ready for the end of the year.
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EIGER characterization results

Tuesday, 4 September 2012 11:10 (20 minutes)

EIGER is the next generation single photon counting x-ray detector developed at Paul Scherrer Institut for synchrotron based applications. It is a hybrid silicon pixel detector that features a 75x75 um2 pixel size, a high maximum frame rate capability of ~22 kHz (independent on the detector size), double buffered storage for continuous readout and a negligible dead time between frames of ~3-4 us.

Characterization and performance measurements have been done on several single chip detector systems, produced with chips coming from two different lots, both with a lab x-ray source and at the Swiss Light Source. Results on the detector calibration, electronic noise, threshold dispersion, minimum selectable energy threshold, maximum detectable incoming photon flux and maximum frame rate will be presented. Furthermore, radiation endurance tests with doses up to ~150 Mrad in the sensor and ~60 Mrad in the chip will be shown. These tests prove that the chip is fully functional and suited for multi-chip modules and larger multi-module detectors.

An EIGER module is constructed from a ~4x8 cm2 monolithic sensor bump-bonded to 4x2 readout chips, thus resulting in a 0.5 Mpixel detector. Several modules can be tiled together to form large area detectors and a 16 Mpixel system is already planned.

The first X-ray images and characterization results of a fully working module assembled with its complete readout electronics will be also presented.
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Analysis of Edge and Surface TCTs for Irradiated 3D Silicon Strip Detectors

Friday, 7 September 2012 08:30 (20 minutes)

We performed edge and surface TCT measurements of a double sided 3D silicon strip detector at the Jozef Stefan Institute. Double sided 3D devices are a useful counterpart to traditional planar devices for use in the very highest radiation environments. The TCT techniques allow the electric fields in 3D devices to be probed in a way not possible before.

Short 3D strip detectors, produced at CNM Barcelona, have been used for this study. The strip detectors had a substrate thickness of 280 micrometers and a strip pitch of 80 micrometers. The columns, that formed the electrodes, had a diameter of 10 micrometers, and were 250 micrometers deep. The junction electrodes were connected together to form the strips with 20 micrometer wide Aluminium metallisation. The Ohmic electrodes were all connected together on the backside of the device with a uniform contact. This is a similar technology as to that used for the ATLAS IBL 3D pixel sensor candidates. The detectors were tested both prior to irradiation and after irradiating to $5 \times 10^{15} \text{N/cm}^2$. Studies were performed into the effect of varying bias voltage and also the effect of annealing on the irradiated sample. An IR laser (1064 nm) was used to scan the devices with a FWHM of 7 micrometers. Scans with a step of 2.5 micrometers were performed over the surface of the device in both x and y directions, illuminating either the front surface or the cut edge. The irradiation and edge polishing were completed at the Jozef Stefan Institute in Ljubljana. The TCT experiment was undertaken in an atmosphere of dry air, with the irradiated samples held at a temperature of -20℃. Annealing was achieved insitu by warming to 60℃ for intervals of 20, 40, 100, 300 and 600 minutes corresponding to room temperature annealing times of between 8 days and 200 days. 300 minutes is equivalent to the amount of annealing expected for 7 years of operation in an LHC experiment.

The current waveforms, as a function of illumination position and applied bias, were obtained for both pre and post irradiated devices and after annealing. This gives information on the origin of the induced signal, that is the portion from electron or hole motion. From the rise times of the signals, the velocity profile of the carriers in the devices and therefore electric fields can be determined. The collected charge was calculated from the integral of the waveforms. The results are compared to previous simulations.

The current waveforms are analysed to give results such as the collected charge as a function of illumination position for the front surface, the cut edge and the velocity profile. There is a clear non-uniformity of the sensors prior to irradiation. While the lateral depletion between the columns is low, at approximately 4V, a uniform carrier velocity between the columns is not achieved until 5 times this value at 20V. Before irradiation, both the drift of electrons and holes provide equal contributions to the measured signals. After irradiation there is clear charge multiplication enhancement along the line between columns with a very non-uniform velocity profile in the unit cell of the device. The annealing of the detector further enhances this non-uniformity and charge multiplication effects.
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3D integration of Geiger-mode avalanche photodiodes for future linear colliders

Wednesday, 5 September 2012 10:40 (20 minutes)

Geiger-mode avalanche photodiodes (GAPDs) offer excellent qualities to meet the challenging requirements of the next generation of particle colliders. High sensitivity, fast timing response, virtually infinite gain and compatibility with standard CMOS technologies are some of the properties that make these devices so attractive. In fact, owing to their extraordinary sensitivity and picosecond rise times, GAPDs enable single hit detection at each bunch crossing. In spite of all these advantages, GAPD detectors suffer from two main problems. First, they generate noise pulses that cannot be distinguished from radiation triggered events. As a consequence, the noise counts may lead to erroneous results and limit the range of detectable signals. Second, they present a low fill factor, which has a typical value around 40-50% and results in a low detection efficiency. Fortunately, the noise can be coped with advanced techniques, such as the gated operation or particle sampling at various layers. Nevertheless, it is difficult to increase the fill factor with standard technologies. In this contribution, the 3D vertical integration of a multilayer detector is proposed to overcome the fill factor limitation of standard GAPDs.

The reduced fill factor is basically due to two aspects related with the design of the pixel. On the one hand, to the readout electronics, which is monolithically integrated with the sensor to improve the dynamic response. The readout electronics usually consists of a simple inverter and a memory element. However, additional transistors are needed to perform the gated operation and also to control the outward data flow. In our case, the readout electronics is composed of a maximum of 10 transistors, which are still too many compared with a sensor area of 20µmx20µm. On the other hand, in a conventional CMOS process the photodiodes are implemented by means of a p+/n-well junction and surrounded by a p-well with a lower doping profile to prevent premature edge breakdown. In particular, for those technologies below the 0.25µm node where the shallow trench isolation (STI) is used to prevent the punchthrough and latch-up, it is necessary to increase this non-active ring to avoid a dramatic increase of the noise (up to 1MHz). As a result, the non-active area is quite large compared with the sensitive area.

This paper presents an analysis of the achievable fill factor by an array of GAPDs with the 130nm CMOS process by Tezzaron, which allows the vertical stacking of two tiers. Fill factors between 75% and 96% have been obtained considering different structures with and without interconnection between tiers. Moreover, different sensor areas have been used to maximize the overlap between the non-active area from one tier and the sensor area of the other one. A chip containing several arrays of GAPDs with different alternatives has been designed with the 130nm Tezzaron process.
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A 200 Frames per Second, 1-Megapixel, Frame Store CCD camera for X-ray imaging

At the Advanced Light Source (ALS) at Lawrence Berkeley National Laboratory (LBNL) several experiments are performed in the soft X-ray regime with energy ranging from a few hundred to a few thousand electron volts (eV). In such applications, back-illuminated, direct detection in silicon using conventional microelectronics silicon wafer thicknesses (up to 650um), is close to 100% efficient for energies lower than 8 keV. At higher energies, detector thickness limits efficiency as silicon becomes increasingly transparent, and at lower energies, the thickness of the inert (contact) layer sets a low energy cutoff. This paper describes the performance of a 1MPixel Frame Store CCD camera for soft X-ray applications at synchrotron light sources. The camera can be operated in frame store mode with a 1Mpixel imaging area running at 200 frames per second (fps), or in full frame mode with a 2Mpixel imaging area running at 100fps. The CCD outputs are serviced by custom-designed integrated circuits for gain selection and enhancement, correlated double-sampling signal processing and digitization. The digitized data is acquired by a custom made image acquisition and camera controller board based on the Advanced Telecommunication Computing Architecture (ATCA) and later sent to off-line processing or data storage. With the exception of the image acquisition and controller board, the rest of the system is built using commercial off the shelf components. The presentation will describe the various components of the camera head, readout system and the cooling system for in-vacuum operation. The performance of the system (gain, linearity, noise, data throughput and others) has been characterized at a dedicated detector development beamline at the ALS using fluorescence X-rays from thin metal foils. We will discuss the image processing algorithm used to extract these parameters and its impact on energy resolution performance. The preliminary results show an energy resolution of 150eVrms at 8keV, with a noise of 90eVrms equivalent to 25e-.
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Development of Monolithic Active Pixel Sensors in 65 nm CMOS Technology

Tuesday, 4 September 2012 16:20 (20 minutes)

This work presents the design and characterization of a CMOS monolithic active pixel sensor manufactured in a commercial 65 nm process. The sensor is our first prototype in this technology for next generation, ultra-high resolution and radiation-hard direct detectors for electron and X-ray imaging, and follows previous developments in 0.35 µm and 0.18 µm CMOS processes. The chip features square pixels of 2.5 µm pitch arrayed on a 400x400 pixel matrix, and subdivided in four sections implementing different pixel designs, all based on the same 3-transistor (3T) architecture but varying in diode and transistor layout. The sensor has been extensively characterized in the laboratory in order to determine its charge-to-voltage conversion gain, noise and leakage current performance. Electron detection tests have been performed on an FEI TITAN electron microscope at the LBNL National Center for Electron Microscopy (NCEM), including irradiation with 300 keV electrons to doses up to 200 Mrad. The presentation will review the results from this characterization and discuss their interpretation as a function of the various pixel design features. The impact of effects such as gate leakage, encountered in this technology but not observed in previous sensors manufactured in coarser feature size processes, will also be discussed.
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PlmMS1 and PlmMS2, monolithic CMOS event-triggered time-stamping image sensors with storage of multiple timestamps at 25ns resolution

Thursday, 6 September 2012 11:20 (20 minutes)

PlmMS, or Pixel Imaging Mass Spectrometry, is a family of high-speed monolithic CMOS imaging sensors tailored to the requirements of mass spectrometry and allied fields. PlmMS pixels each compare step events of collected charge to an adjustable threshold, storing up to four significant events inside the pixel as 12-bit timestamps with a time resolution of 25ns. The pixels may be individually trimmed to improve the uniformity of response. The pixels are relatively complex, each containing over 600 transistors and measuring 70µm by 70µm. The first generation of these sensors, PlmMS1, has an array of 72 by 72 pixels, while PlmMS2 provides a larger sensor area with 324 by 324 pixels and several new features. We will present an overview of the pixel and sensor architecture, as well as presenting recent characterisation and application results for PlmMS1 and first characterisation results for PlmMS2.
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Towards Using a Monolithic Active Pixel Sensor for In-Vivo Beam Monitoring of Intensity Modulated Radiotherapy

Thursday, 6 September 2012 15:10 (1 hour)

R. Page, for the BEAMView collaboration

Abstract

1 Introduction

The use of Intensity Modulated Radiotherapy (IMRT) for cancer treatments is entering wider use. These treatments involve using a complex configuration of field modifying components, known as Multileaf Collimators (MLC), to dynamically shape the beam. A treatment consists of a sequence of irregular shaped fields, which means real time monitoring and verification would be highly beneficial. In the current framework the treatment plans are verified before the patient is treated, but not during. The aim of our collaboration is to monitor the treatment being given to the patient. This is achieved by placing a camera system upstream of the patient. To monitor the beam during the treatment without attenuating the beam requires such a detector to be as thin as possible. To be able to provide information about the progress of the treatment the data acquisition from the sensor must also be fast. This will allow any errors in field shape to be detected at the time of the treatment. The system is also sensitive to the beam intensity and this can be used to ensure the correct dose is being delivered. The research that is funded by the National Institute for Health Research (NIHR) Invention for Innovation (i4i) programme and presented here shows some of BEAMView’s progress into achieving these goals.

2 Beam Monitoring Camera Prototype

The camera system consists of a large area (6 x 6 cm²) Monolithic Active Pixel Sensor (MAPS) and a readout system [3]. The sensor has a total thickness of ~ 100 μm and contains 4096 x 4096 pixels, with a pitch of 14 μm. A sensor at this thickness attenuates the beam by ~ 0.1% and when the light shield is included this rises ~ 0.16%, based on 2 MeV photons [1]. The sensor was operated at 10 frames per second when collecting data. During the experiments the system was attached to the linac head via an accessory holder. In this configuration the sensor was 56.4 cm from the source.

3 MLC Leaf Position Reconstruction Methodology

In a raw image from the beam camera the edge of a MLC leaf is characterised by a rapid change in signal intensity. An algorithm was developed that exploits this to locate the edge position of the MLC leaves. The approach taken is to locate the edge positions of the MLCs using an image generated using the Sobel operators [2]. Prior to using the Sobel operators, a 2D gaussian smoothing filter is used to remove small pixel to pixel signal variations. The resulting image after both filters are applied shows the edges of collimators defining the beam aperture.

This was carried out for a field size of 5 x 5 cm² with two MLC leaves, A and B protruding into the field. The frame was acquired when the linac was operating at 400 Monitor Units/Min with a pulse repetition frequency of 400 Hz. In this context a single frame was the integral of ~ 40 pulses. This image can then be used to reconstruct the location of each of the MLC leaves, A and B. This is carried out in three steps. The first step makes a 1 pixel projection of the image onto the x-axis...
and locates the maximum point. A Gaussian probability distribution is then fitted around the maximum. The mean of this distribution is used to construct a contour of the MLC leaf. The edge position of the MLC leaf is modelled as a straight line. This model is then fitted to a region of \( \sim 30 \) pixels along the contour. The value determined from this fit is defined as the MLC leaf edge. A test was then carried out where the MLC leaf position was reconstructed for 100 individual frames to determine the resolution. The mean value of this distribution, which defines the leaf edge, has an uncertainty of \( 0.06 \) (\( \sim 6 \) μm) pixels and a width of \( 0.5 \) (\( \sim 50 \) μm) pixels, where the values in the parenthesis correspond to the value at 100 cm from the source (defined as the isocentre). The width of this distribution corresponds to the single frame resolution, which is improved upon with 10 seconds worth of data to 6 μm.

To study the performance of the edge reconstruction described in 3 a test was carried out using Gafchromic film. This method is standard in radiotherapy and has a precision of \( \sim 0.5 \) mm. The film was placed on the patient couch under build up and exposed to 300 Monitor Units. The edge position was then reconstructed using the film, with the edge positioned defined as 50% of the maximum dose. This was carried out for different MLC leaf configurations. In the first configuration both MLC leaves are side by side. Then MLC leaf A was moved away from MLC leaf B. The result of this experiment showed a linear relationship between the two sets of measurements. The result of a linear fit to the data gave a value of \( 0.1 \pm 0.5 \) for the intercept and \( 1.00 \pm 0.05 \) for the gradient. This agreement shows that within the resolution of the film the reconstructed MLC leaf positions are consistent.

4 Current Status and Outlook

The results presented here show that this system in nominal operation using a thin MAPS sensor can determine a MLC leaf position to within 6 μm for 10 seconds worth of data and 50 μm for a single frame. The resulting reconstructed MLC leaf positions agree with the photon field edge determined using film to the limit of the film accuracy. Work is continuing to test and validate dose models. This combined with high resolution MLC leaf positioning will allow the system to be used as an online monitoring system.
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Results from the Pilot Run of the Pixel Luminosity Telescopes, a Luminosity Monitor for CMS Based on Single-Crystal Diamond Pixel Sensors

Thursday, 6 September 2012 14:30 (20 minutes)

The Pixel Luminosity Telescopes (PLT) is a dedicated luminosity monitor for CMS based on single-crystal diamond sensors. It is designed to measure the bunch-by-bunch relative luminosity to high precision. It consists of a set of small angle telescopes each with three planes of single-crystal diamond pixel sensors. The full PLT will be installed in CMS for the first full energy operation of the LHC in 2014. Currently, one quarter of the PLT is installed in a forward region of CMS where it has been operating since the beginning of this year’s run. This is the first operation of a diamond pixel tracking detector in a high energy physics experiment and is providing the first data on diamond pixel sensors under high particle rate in a high radiation environment. We will report on the results obtained during this pilot run including the dependence of the pulse height and the efficiency on particle rates up to several tens of MHz and the long term time dependence of the detector performance under the high radiation exposure. These studies provide a unique characterization and an essential understanding of diamond detectors important both for the operation of the PLT and for the possible use of diamond sensors in the pixel detector upgrades for high luminosity running of the LHC.
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We start by presenting the latest results on the LePix sensor, an innovative Monolithic Active Pixel Sensor (MAPS) aimed at tracking/triggering tasks where high granularity, low power consumption, low material budget, radiation hardness, and production costs are a concern. The detector is built in a 90nm CMOS process on a substrate of moderate resistivity. This allows charge collection by drift while maintaining the other advantages usually offered by MAPS, like having a single piece detector and using a standard CMOS production line.

The collection by drift mechanism, coupled to the low capacitance design of the collecting node made possible by the monolithic approach, provides an excellent signal to noise ratio straight at the pixel cell together with a radiation tolerance far superior to conventional un-depleted MAPS. We will illustrate the detector design and present measurement results obtained with first prototypes from radioactive sources, laser probing and beam test experiments. The excellent signal-to-noise performance is demonstrated by the device ability to separate the 6 keV 55Fe double peak at room temperature.

Ensuing the excellent pixel cell performances (sensitivity, size, power consumption) and considering that stitching is commercially available for such process, we will then introduce novel architectural approaches departing from the two nowadays most widely adopted solutions in pixel detectors (“rolling shutter” for the monolithic and the “intelligent pixel” for the hybrids). The potential of having single-piece, large area, high granularity and low power pixel detectors puts a premium on architectures exploiting that at most, especially from a power-consumption (and hence material budget) point of view. While illustrating the proposed architectures, a complete review of both detector behaviors and physics goals, together with quantitative references and simulations of real-word experimental scenarios, will highlight the advantages of the proposed solution for many applications in both the High Energy Physics and applied sciences field.
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High Resolution X-ray Imaging Sensor with SOI Technology

Tuesday, 4 September 2012 15:20 (1 hour)

A monolithic pixel detector with a 0.2 um fully-depleted Silicon-On-Insulator (SOI) technology, called SOIPIX, has been developed. These are utilizing thick handle wafer of SOI structure as a radiation sensor to detect charged particles and X-ray. One of the detectors, called INTPIX4, is 10.3 x 15.5 mm in size having 512 x 832 (~426 k) pixels each 17 um square. It has integration type pixels and implements a correlated double sampling (CDS) circuit in each pixel to suppress the reset noise. As a result of the experiments, we succeeded in the acquisition of a high resolution image with X-ray by back-illuminated. The chart pattern of 20 line pairs / mm (25 um) was clearly obtained in exposure time of several msec at room temperature. Furthermore, we performed the cooling test. More detailed results including gain and energy resolution will be presented.
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A Fast Hardware Tracker for the ATLAS Trigger System

Tuesday, 4 September 2012 15:20 (1 hour)

Selecting interesting events with triggering is very challenging at the LHC due to the busy hadronic environment. Starting in 2014 the LHC will run with an energy of 14 TeV and instantaneous luminosities which could exceed $10^{34}$ interactions per cm$^2$ and per second. The triggering in the ATLAS detector is realized using a three level trigger approach, in which the first level (L1) is hardware based and the second (L2) and third (EF) stage are realized using large computing farms.

It is a crucial and non-trivial task for triggering to maintain a high efficiency for events of interest while suppressing effectively the very high rates of inclusive QCD process, which constitute mainly background. At the same time the trigger system has to be robust and provide sufficient operational margins to adapt to changes in the running environment. In the current design track reconstruction can be performed only in limited regions of interest at L2 and the CPU requirements may limit this even further at the highest instantaneous luminosities.

Providing high quality track reconstruction over the entire detector volume for the L2 trigger decision would allow gains in efficiency and background rejection for triggers on tau leptons, b-hadrons and help reduce the luminosity dependence of isolation requirements for electrons and muons. The Fast Track Trigger (FTK) is an ongoing upgrade project aimed at providing track reconstruction over the $|\eta|<2.5$ region using the silicon microstrip and pixel detectors. Pattern recognition and track fitting are executed in a hardware system utilizing massive parallel processing and achieve a tracking performance close to that of the global track reconstruction. The FTK system’s design, based on a mixture of advanced technologies (FPGAs, ASICs, Associative Memories) and expected physics performance will be presented.
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High-Voltage Pixel Detectors in Commercial CMOS Technologies for ATLAS, CLIC and Mu3e Experiments

Thursday, 6 September 2012 09:00 (20 minutes)

High voltage particle detectors in commercial CMOS technologies are detector family that allows implementation of low-cost, thin and radiation-tolerant detectors with good time resolution. The unique property of these detectors is that the pixel electronic is embedded inside sensor diodes. For this reason, we refer to the detector type as the "smart diode" array - SDA. In the R/D phase of the development, we have demonstrated a radiation tolerance of $10^{15} \text{n}_{eq}/\text{cm}^2$, nearly 100% detection efficiency and a spatial resolution of about 3 micrometers.

Since 2011 SDAs have first applications: The technology is presently the main option for the pixel detector of the planned Mu3e experiment at PSI (Switzerland). Two 50-micrometer thin detector layers with 200 million pixels are planned. A prototype sensor with small pixel matrix has been designed in the standard AMS 180nm HV CMOS process and successfully tested. First tests with the thinned sensors will be performed soon.

Thanks to its high radiation tolerance, the SDA technology is also seen at CERN as a promising alternative to the standard options for ATLAS upgrade and CLIC.

In order to test the concept, within ATLAS upgrade R&D, we are currently exploring an active pixel detector demonstrator HV2FEI4; also implemented in the AMS 180nm HV process. This detector has a pixel pitch of 33 um x 125 um. A group of three detector pixels is coupled to one FE-I4 pixel readout channel. The contacts between the detector- and readout chip can be established either capacitively or by bump-bonding. The first measurements with the capacitively coupled pixel detectors will be performed in May and a test beam measurement is planned for June 2012.

We will present the current status of the projects and the experimental results.
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Monolithic crystals with SiPMs read-out: optical coupling optimization
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In this work we present a method to efficiently collect scintillation light at the time to reduce photosensor active area. We have applied this procedure on gamma detectors for PET devices based on continuous crystals and SiPM detectors.

The use of continuous scintillation crystals preserves the spatial distribution of scintillation light for each γ-ray event, which can be reconstructed with a small number of statistical moments, reducing the number of analogue-to-digital conversion channels. However, in contrast to pixelated crystals, they account for moderate edge effects which specially depend on the crystal thickness. Several configurations for crystal surface treatment have been studied aiming at preserving the original scintillation light distribution. The initial tests suggested, in order to optimize the light collection, a reduction of the acceptance angle of the scintillation photons in order to keep a compromise between small edge effects and statistically good light transmission. Optical devices positioned between the scintillation crystal and the photosensor, like the so-called faceplates or some light guides, make possible to reduce the acceptance angle of the incoming light.

Since it is part of this research also to design a detection block compatible with magnetic fields, we have chosen SiPM which are suitable to work under the fields of for instance magnetic resonances. However, due to their main components, they present a number of dark counts that squarely increase with their active area size and could degrade the impinging photon position determination when using multiplexing read-out approaches. Therefore, we have designed an array of SiPMs with 1 mm² detection area. In order to satisfy both requirements small acceptance angle and reduce individual detection area, we have proposed to use light guides to efficiently transfer the scintillation light to each SiPM.

The optical design of a light guide has been optimized using the ZEMAX simulation program that is based on light propagation within the crystal and guides. An optimal configuration that represents a balance between light detection efficiency and cross talk between channels was found. This configuration has already been implemented by developing a special cast for an array of 8 light guides using PMMA as material. A final matrix of 256 light guides is foreseen to be built by gluing 32 of those arrays with the help of a plastic grid, ensuring a very low cross-talk (12 dB) and good transmission of nearing 70%.

In this work we will present the first results of monolithic LYSO crystals coupled to an array of 64 and 256 SiPMs. We have tested different LYSO thicknesses, and we have found that our design allows using crystals blocks with a thickness of more than 18 mm without degrading the spatial resolution caused by edge effects.
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High-Resolution Monolithic Pixel Detectors in SOI Technology

Tuesday, 4 September 2012 14:00 (20 minutes)

We are developing monolithic pixel detectors in 0.2 um Fully-Deleted SOI technology. In a SOI wafer, the photodiode is formed on the handling substrate after removing the silicon oxide. The SOI-CMOS circuits are fabricated on the 40-nm SOI thin film. Since the bump-bonding process is not required, a high-gain pixel sensor with smaller pixel size less than 20 um is achievable. In general SOI-CMOS circuits have less parasitic capacitance and thus higher speed readout system compared with bulk-CMOS ones can be composed. Such detectors can be applied to a wide range of applications, not only in particle physics but also in medicine, space science and many other disciplines. We have recently developed several versions of integration-type pixel detectors with 8-17 um pixel sizes. The detectors were irradiated with visible laser, infrared laser, X-ray and ionizing radiation sources. In this talk, the recent progress of the detector development, the performance of the detectors, test results in imaging applications are presented.
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Development of Silicon-On-Insulator PHoton Imaging Array Sensor (SOPHIAS) for X-ray Free-Electron Laser

SPRING-8 Angstrom Compact free-electron LAser (SACLA), which is the second X-ray free-electron laser (XFEL) facility after LCLS at SLAC National Accelerator Laboratory achieved laser amplification on June 7th, 2011. In the first user run of SACLA starting in March 2012, 25 proposals from domestic/international institutions will be conducted, where more than half of the proposals will use the currently deployed Multiport CCD (MPCCD) detectors. In this talk, we present the development status of the novel X-ray 2D detector, SOPHIAS, for SACLA to cover the scientific cases, where the currently deployed MPCCD detector does not able to reach.

The pixel structure of SOPHIAS is based on multi-via concept; the closely spaced implant regions within a single pixel is used for signal charge division. Each implant region is connected to the readout circuitry by metal via. By connecting non-equal number of via metal, unproportional charge collection will be possible. Large portion of the signal is transferred to high gain amplifier sensitive to small signal regime, whereas small portion of the charge is transferred to low gain amplifier. This pixel with size of 30 um square is realized by using silicon-on-insulator (SOI) sensor technology developed with KEK and Lapis Semiconductor Ltd. Last year, we have introduced stitching and backside processing onto KEK multi-project wafer run process. We have succeeded in manufacturing with an area of 66 mm x 30 mm by stitching 5 shots of reticule size. The production is carried out by 0.2 um FD-SOI CMOS technology. Handle wafer, which is the photodiode for x-ray detection, has backside implanted, laser-annealed, and aluminum coated surface so to shield the optical light without sacrificing the quantum efficiency. The handle wafer is made of floating zone silicon which enables us to fully deplete 500 um thick handle wafer. The characterization as well as the development of readout system of the sensor is now under progress.
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Development of the Optical Blocking Layer for the X-ray CCD
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Since an X-ray CCD, especially a Back-Illuminated-CCD (BI-CCD), has a high detection efficiency for UV light and visible light as well as soft X-ray, it is necessary for the X-ray CCD on board X-ray satellite to block visible light and UV light that become background.

The X-ray CCD cameras on board previous X-ray satellites, Suzaku, Chandra and so on, are equipped with the Optical Blocking Filter (OBF) that consists of polyimide and Aluminum to block the UV light and visible light. Therefore the OBF is a thin filter with about 250nm thick, the OBF has a risk in tearing due to the vibration during the launch. Instead of the OBF, we have newly developed the Optical Blocking Layer (OBL), which is consisted with 110nm thick Aluminum and 140nm thick Polyimide, is coated directly to the surface of the BI-CCD in order to avoid the risk of corruption.

We have carried out a performance evaluation test, such as the measurement of the X-ray quantum efficiency and energy resolution, the UV, optical and X-ray transmission measurement of OBL, and so on. In the measurement of UV and X-ray transmission of OBL, we carried out our experiment at the KEK photon factory and measured the X-ray transmission of OBL between 0.2-2.0keV that covers the absorption edges around C-K, O-K, Al-K, and Si-K.

In this paper, we will show our results on the UV and Optical transmission of OBL. We will also show the results on the measurement of the X-ray quantum efficiency of BI-CCD with OBL below 2keV.
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GOTTHARD: a charge integrating silicon strip detector for XFEL and Synchrotron applications
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The SLS Detector group at PSI has developed GOTTHARD, a charge integrating silicon strip detector which, thanks to the automatic gain switching feature, can provide at the same time single photon resolution and a dynamic range as big as 10000 12-keV photons, with a noise well below the photon statistics limit over the full range.

The detector module is made of ten readout ASIC (Application Specific Integrated Circuit) wire bonded to a silicon sensor with a 64mmx8mm sensitive area for a total of 1280 channels at 50 um pitch. A complete readout chain, from the high speed digital converters to the Gigabit link for the data download, is also integrated on the board. Burst frame rates up to 1MHz (60kHz in continuous streaming) can be achieved.

The detector design will be presented together with the results from the commissioning phase. Operation of the device at both XFELs and Synchrotron sources will be discussed.
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Upgrade of the ALICE Inner Tracking System

Monday, 3 September 2012 16:00 (20 minutes)

The Inner Tracking System (ITS) is the ALICE key detector for the study of heavy flavour production at LHC. This is attained by the identification of short-lived hadrons containing heavy quarks which have a mean proper decay length in the order of 100-300 um. To accomplish this task the ITS is composed of six cylindrical layers of silicon detectors (two pixel, two drift and two strip) with a radial coverage from 3.9 to 43 cm and a material budget of 1.1 % X0 per layer.

In order to enhance the ALICE physics capabilities and in particular the tracking performance for heavy-flavour detection the possibility of an ITS upgrade has been studied in great detail. It will make use of the spectacular progress made in the field of imaging sensors over the last ten years as well as the possibility to install a smaller radius beampipe. The upgraded detector will have greatly improved features in terms of: the impact parameter resolution, standalone tracking efficiency at low p_t, momentum resolution and readout capabilities.

The usage of the most recent monolithic and/or hybrid pixel detector technologies allow the improvement of the detector material budget and the intrinsic spatial resolution both by a factor of three with respect to the present ITS. The installation of a smaller beam-pipe will allow reducing the distance between the first detector layer and the interaction vertex. Under these assumptions, simulations show that an overall improvement of the impact parameter resolution by a factor of three is possible.

After finalizing the Conceptual Design Report [1], which covers the design and performance requirements, the upgrade options as well as the necessary R&D efforts, the project has now entered the approval phase. An intensive R&D program has been launched with the objective to review the different technological options under consideration. The new detector should be ready to be installed during the long LHC shutdown period scheduled in 2017-2018.

This contribution will present the studies on the upgrade of the ALICE ITS detector. In particular, the different options for the detector technologies and the detector layout, as well as the first results of the R&D activities, will be presented.
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To extend the physics reach of the LHC experiments, several upgrades to the accelerator complex are planned. This upgrade, the HL-LHC, eventually leads to an increase of the peak luminosity by a factor of five to ten compared to the LHC design value.

To cope with the higher occupancy and radiation damage also the LHC experiments will be upgraded. The ATLAS Planar Pixel Sensor (PPS) R&D Project is an international collaboration of 17 institutions and more than 80 scientists, exploring the feasibility of employing planar pixel sensors for the upgraded tracker at HL-LHC.

Depending on the radius different pixel concepts are investigated using laboratory and beam test measurements. At small radii the extreme radiation environment and strong space constraints are addressed with very thin pixel sensors (active thickness in the range of 75-150 µm), and the development of slim as well as active edges. At larger radii the main challenge is the needed cost reduction to allow for instrumenting the large area of order 10 m². To reach this goal the pixel productions will be transferred to 6 inch production lines. Additionally, more cost-efficient and industrialized interconnection techniques as well as the n-in-p technology, which as a single-sided process requires less production steps, are investigated.

An overview of the recent accomplishments obtained within the PPS R&D project will be given. The performance in terms of charge collection and tracking efficiency, obtained with radioactive sources in the laboratory and at beam tests, will be presented for devices built from sensors of different vendors connected to either the present ATLAS read-out chip FE-I3 or the new IBL read-out chip FE-I4. The devices, with a thickness varying between 75 µm and 300 µm, have been irradiated to several fluences up to 20x10^{15} neq/cm². Finally, the different approaches followed inside the collaboration to achieve slim or active edges for planar pixel sensors will be presented.
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A thin fully-depleted monolithic pixel sensor in Silicon On Insulator technology

Tuesday, 4 September 2012 14:20 (20 minutes)

The Silicon On Insulator (SOI) technology allows the integration of CMOS electronics on a thin silicon layer which is electrically insulated from the wafer substrate by means of a thin buried-oxide layer (BOX). Monolithic pixel sensors can be built in SOI technology by contacting a high-resistivity handle wafer substrate through the BOX. A commercial deep-submicron SOI CMOS process by LAPIS, coupled with high-resistivity silicon substrates, is made available through KEK. A full CMOS circuitry can be integrated in a 40nm thick layer on top of each pixel, and the 250um thick substrate can be reverse biased and depleted to improve charge collection. In the framework of an international collaboration between the Lawrence Berkeley National Laboratory (LBNL), INFN and UC Santa Cruz, since 2006 we have designed, produced and characterized different prototypes of monolithic pixel detectors in SOI technology, both for charged particle detection and for imaging applications. SOI monolithic pixel detectors can provide high resolution vertex tracking with a limited material budget (if compared to hybrid pixels) for future experiments in which the radiation levels are moderate (SuperKEKB, SuperB b-factories).

In this contribution we will review the latest chip produced, a matrix of 256×256 analog pixels in a 0.20um SOI technology, arrayed in 8 different sectors, thinned to 50um and back-processed to allow full depletion. The chip has been successfully tested with soft X-ray photons in back-illumination at the Advanced Light Source (ALS) of LBNL and with 300GeV pion- at the CERN SPS. These results show that a thin fully-depleted SOI pixel provides charged particle detection capability with large signal-to-noise ratio and detection efficiency and achieves a single point resolution of the order of 1um.

The design of a new, larger chip has been submitted at the end of 2011 and will be tested with high momentum particles at a beam test at CERN scheduled for July 2012. Results of this work will be shown as well.
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Development of Data-Acquisition Front Ends enabling High-bandwidth Data Handling for X-ray 2D Detectors: A Feasibility Study

Tuesday, 4 September 2012 15:20 (1 hour)

X-ray 2D detectors are indispensable for synchrotron radiation and X-ray free-electron laser experiments such as coherent x-ray imaging, spectroscopies, time-resolved experiments etc. In these experiments, spatial, temporal, or photon energy information are projected onto X-ray 2D detector surface. It is generally accepted that larger pixel number and higher dynamic range will provide clearer information on the sample. These demand high-bandwidth front ends (FEs) for data acquisition (DAQ) system. In the case of SOPHIA sensor under development at SACLAC (SPRING-8 Angstrom Compact free electron Laser), each sensor in the final form will have 2 M pixels running at up to 300 Hz, and produces data at upto 20 Gbps. In order to realize the front ends for SOPHIA as well as other high-bandwidth detectors, a feasibility study has been carried out by using an evaluation board. The board has FPGA with FMC (FPGA mezzanine card) interface in order to support various physical layers of sensor readout modules and DAQ back ends (BEs). In this study, the bandwidth from FPGA to BEs were evaluated for XAUI with SFP+ (Small Form-factor Pluggable plus) physical layer. One of the advantages of XAUI is that it interfaces MAC (Media Access Control) to PHY layer of 10 Gigabit Ethernet (GbE) enabling distributed DAQ system with 10 GbE network. In many photon science applications, scalability from single to many modules is of importance. As a candidate for FEs for small detector system, a compact desktop-type DAQ system based on PCI express bus was evaluated. A FE board with PCI express will be connected to PC, and the data will be transferred to PC storage directly. Measurements of the bandwidth by using the evaluation board indicated successful effective bandwidth of 9 Gbps and 16 Gbps though SFP+ with XAUI and PCI express, respectively. Details of the evaluation scheme will be discussed in the presentation. And our developing sensor connection device, Camera Link FMC, will be reported.
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Evaluation of novel n⁺-in-p pixel and strip sensors for very high radiation environment

Thursday, 6 September 2012 16:10 (20 minutes)

We have been developing novel n⁺-in-p pixel and strip sensors that are highly radiation-tolerant, having a “planar” electrode geometry, utilize p-type silicon wafers, and being read out from highly doped n⁺ implants. Our goal of the radiation level is in the range of $10^{15}$ and up to $2 \times 10^{16}$ 1-MeV-neutron-equivalent (n\text{eq})/cm² of the particle fluence, approximately 30 and up to 600 Mrad of the dose in Silicon, in the strip and the pixel sensors, respectively, e.g., in the high-luminosity large hadron collider (HL-LHC).

The n⁺-in-p silicon sensors have the following properties: the p-type silicon wafer does not change type after irradiation (no type-inversion); read-out is from the junction side (n⁺) in all cases; and the collected carrier is the electron. These properties lead to a number of benefits: the lithographic processes is only required on a single side, which leads to lower production costs; partially-depleted operation is allowed, which is crucial after heavy irradiation in which the full-depletion voltage becomes higher than the operation voltage; and stronger and faster signals are induced by the carrier in the higher electric field in the junction side, thus leading to less charge-trapping.

For the sensors, the critical issues include operation at very high voltage, e.g., 1000 V, implementation of isolation structure and bias structures, and reduction of material. The operation voltage up to 1000 V, is to cope with the increasing full-depletion voltage caused by radiation damage. An isolation structure is to isolate the n⁺ implants from being connected by the conductive layer of attracted electrons in the surface of silicon, caused by the built-in and radiation-induced positive charge-up in the interface of the silicon and the surface oxide. A bias structure in the case of the pixel sensors is to provide a high voltage to all pixel implants for testing without connecting the implants to the read-out chip. These structures are to be designed not to introduce breakdown in leakage current, against the high electric field caused by the high operation voltage. The insensitive area caused by the structures are to be the minimum. The sensors are as thin as possible in order to reduce the multiple coulomb scattering to the traversing charged particles. The novel n⁺-in-p pixel sensors were made using a combinations of the bias structure of punch-through or polysilicon resistor, the isolation structure of p-stop or p-spray, and the thickness of 320 μm or 150 μm. The strip sensors and associated test structures were made of the polysilicon resistor and the p-stop isolation structures.

For the pixel modules, the critical issues include the need to bump bond with lead-free bumps and prevention of high voltage sparking. Usage of lead-free Tin-Silver (SnAg) solder bumps has became the industry standard. We have been tuning the lead-free bump-bonding technique in Japan. The pixel modules, the pixel sensors being connected to the readout chips, were fabricated by the established vendor in Europe and by the developing vendor in Japan. The high voltage (HV) (edge of the sensor) can, in the case of n⁺-in-p devices, be the voltage of the backplane and the ground (GND) (read-out chip) can be as close as 20 to 30 μm. The HV protection has been realized with encapsulating the edges.

The strip sensors and test structures were irradiated using 70 MeV protons to particle fluences of 5x10¹² to 1x10¹⁵, and the pixel modules using 23 MeV protons to 5x10¹⁵ 1-MeV neq/cm². The non-irradiated and irradiated pixel and strip sensors were evaluated in the laboratory measurements and by using charged particle beams.

In evaluating the performance of the irradiated sensors, we have observed a number of effect that we would like to understand: decreased efficiency under the bias rail, decreased potential of the p-stop implant between the n⁺ strips, decreased active area in the strip end, and increased onset
voltage in the punch-through protection structures. We discuss the common source that may have caused the above observations.
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ATLAS Silicon Microstrip Tracker Operation and Performance

Tuesday, 4 September 2012 15:20 (1 hour)

The Semi-Conductor Tracker (SCT) is a silicon strip detector and one of the key precision tracking devices in the Inner Detector of the ATLAS experiment at CERN LHC.

The SCT is constructed of 4088 silicon detector modules for a total of 6.3 million strips. Each module is designed, constructed and tested to operate as a stand-alone unit, mechanically, electrically, optically and thermally. The modules are mounted into two types of structures: one barrel (4 cylinders) and two end-cap systems (9 disks on each end of the barrel).

The SCT silicon micro-strip sensors are processed in the planar p-in-n technology. The signals from the strips are processed in the front-end ASICS ABCD3TA, working in the binary readout mode. Data is transferred to the off-detector readout electronics via optical fibers.

The completed SCT has been installed inside the ATLAS experimental cavern since 2007 and has been operational since then. Calibration data has been taken regularly and analyzed to determine the noise performance of the system. Extensive commissioning with cosmic ray events has been performed both with and without magnetic field. The sensor behavior in the 2 Tesla solenoid magnetic field was studied by measurements of the Lorentz angle. We find 99.3% of the SCT modules are operational, noise occupancy and hit efficiency exceed the design specifications; the alignment is very close to the ideal to allow on-line track reconstruction and invariant mass determination.

In the talk the current results from the successful operation of the SCT Detector at the LHC and its status after three years of operation will be presented.

We will report on the operation of the detector including an overview of the issues we encountered and the observation of significant increases in leakage currents (as expected) from bulk damage due to non-ionising radiation. The main emphasis will be given to the tracking performance of the SCT and the data quality during the many months of data taking (the LHC delivered 47pb-1 in 2010 and 5.6fb-1 in 2011 of proton-proton collision data at 7 TeV, and two times one-month periods of heavy ion collisions). The SCT has been fully operational throughout all data taking periods. It delivered high quality tracking data for 99.9% (2010) and 99.6% (2011) of the delivered luminosity. The SCT running experience will then be used to extract valuable lessons for future silicon strip detector projects.
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Optimization of the scan protocol for small-animal PET imaging: Effects on image quality, quantification accuracy, and radiation exposure

Purpose: Positron emission tomography (PET) imaging performance is limited by a number of physical, acquisition, and dosimetric constraints. To gain a thorough understanding of this issue, multivariate analysis was used to investigate the simultaneous effects of changes in these factors. This study investigated the relationship among the small animal imaging protocol, imaging performance, and radiation dose to achieve optimal PET image quality and minimize potential damage caused by radiation and anesthesia in preclinical studies.

Methods: A small-animal PET system with a dual-layer phoswich detector was modeled based on a Monte Carlo simulation to generate the emission image and dose distribution. A multivariate approach was used to investigate the simultaneous effects of tumor size, target-to-background ratio (TBR), scan duration, and injected radioactivity on the contrast-to-noise ratio (CNR) and recovery coefficient (RC).

Results: The object size, TBR, injected activity, and scan time were crucial predictors, whereas TBR and scan time were the most relevant contributors of CNR and RC variations, respectively. In 1.86×10⁵ Bq/ml injected activity, the absorbed dose for a body and tumor with TBR of 2 were 2.46 and 5.39 cGy, respectively. A substantial improvement in CNR or RC was not observed in images acquired with radiotracer activity larger than 9.3×10⁴ Bq/ml and scan duration longer than 30 min. The coefficient of determination was greater than 0.93 for both regression models, indicating an excellent fit to the data.

Conclusions: Although the improvement of counting statistics by increasing scan duration and injected activity can reduce statistical noise and improve spatial resolution, it is crucial to maintain the radiation exposure and anesthetic dose received by animals as low as possible to reduce biological damage. The results of this study provide a practical guide to determining the radiotracer concentration and scan duration to detect and quantify focal lesions in small-animal PET imaging.

Keywords: PET; small animal; imaging performance; multivariate analysis
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Comparison of myocardial perfusion imaging between new ultrafast CZT camera and conventional SPECT: anthropomorphic phantom study

Thursday, 6 September 2012 15:10 (1 hour)

Purpose: The solid-state detector is the novel γ-camera to reduce patient’s imaging time and radiation dosage in nuclear cardiology. However, there was a discrepancy of optimal acquisition protocol between Thallium-201 and Tc-99m radionuclide in many literatures. The aim of this study was to compare new ultrafast cadmium-zinc-telluride (CZT) camera with conventional SPECT using anthropomorphic torso phantom to establish the optimal protocol for myocardial perfusion imaging (MPI).

Materials and Methods: Anthropomorphic torso phantom was filled with Thallium-201: 0.72 μCi/mL for cardiac insert; 0.515 μCi/mL for the liver; 0.06 μCi/mL for background as the stress state; and with 0.576 μCi/mL for cardiac insert; 0.412 μCi/mL for the liver; 0.048 μCi/mL for background as the rest state. Similarly, phantom was filled with Tc-99m: 1.56 μCi/mL for the cardiac insert; 1.04 μCi/mL for the liver; 0.13 μCi/mL for background as the stress state; and with 3.04 μCi/mL for the cardiac insert, 1.52 μCi/mL for the liver, and 0.34 μCi/mL for background as the rest state. All images were acquired by conventional dual-detector SPECT (e.cam; Siemens) with 15 min. Phantom immediately repeated on an ultrafast CZT camera over a 10-min acquisition time and reconstructed from list-mode raw data to obtain scan durations of 1 min, 2 min, etc., up to a maximum of 10 min. Quantitative analysis was performed on MPI polar maps with conventional SPECT MPI images and 1 to 10 min of CZT detector camera using a 20-segment model for the left ventricle. Intra-class correlation (ICC) was used to compare segmental tracer uptake between conventional SPECT and ultrafast CZT camera. Bland–Altman limits of agreement were calculated per segment for these durations.

Results: Minimal required scan times were 4 min for Thallium-201 both stress and rest (r=0.82; P <0.001; Bland–Altman, -18% to 10.9% for stress; r=0.88; P <0.001; Bland–Altman, -13.8% to 11.1% for rest), and minimal required scan times were 2 min for Tc-99m both stress and rest (r=0.88 ; P <0.001; Bland–Altman, -6.2% to 16.6% for stress; r=0.92 ; P <0.001; Bland–Altman, -10.8% to 10.9% for rest)

Conclusion: Our preliminary results from comparisons of the segmental tracer uptake revealed that the CZT detector camera requires a minimal scan time of 2 min for Tc-99m and 4 min for Thallium-201 to yield excellent image quality in MPI examination.

Keyword: solid-state detector, phantom, Thallium-201, Tc-99m, myocardial perfusion, cadmium-zinc-telluride (CZT)
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Design of the AGIPD Sensor for the European XFEL

Tuesday, 4 September 2012 15:20 (1 hour)

For experiments at the European X-Ray Free-Electron Laser (XFEL), an Adaptive Gain Integrating Pixel Detector (AGIPD) system is under development. The particular requirements for the detector are a high dynamic range of $0, 1 \rightarrow 10^4$ 12.4 keV photons per pixel within a XFEL pulse duration of $< 100$ fs and a radiation tolerance of doses up to 1 GGy for 3 years of operation.

The sensor will have 1024 x 1024 p+-pixels with a pixel size of 200 μm x 200 μm and will be manufactured on 500 μm thick n-type silicon. The design value for the operating voltage is 500 V, however for special applications an operation at above 900 V should be possible.

Experimental data on the dose dependence of the oxide-charge density $N_{ox}$ at the Si-SiO2 interface and the surface-current density $J_{surf}$ have been implemented in the SYNOPSIS TCAD simulation program in order to optimize the design of the pixel and guard ring layout. The methodology of the sensor design, the optimization of the most relevant parameters and the layout are discussed. Finally the simulated performance, in particular the breakdown voltage, dark current and inter-pixel capacitance as function of the X-ray dose will be presented.
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Development of X-ray detector using optical switching readout for high-speed imaging

Thursday, 6 September 2012 15:10 (1 hour)

We demonstrate an x-ray detector with dual amorphous-Selenium (a-Se) layer using optical switching readout for high-speed x-ray imaging. The x-ray detector consists of a negative voltage bias electrode, a thick a-Se layer for photoelectric conversion of x-ray photons, an As2Se3 layer as an electron-trapping layer for accumulating a latent image, a thin a-Se layer for optical readout, an opaque-, and transparent-electrodes formed alternately, and a plasma display panel (PDP) optical source for optical switching readout. The readout PDP source with peak wavelength of blue 470nm was operated to line by line with electrical scanning for high-speed x-ray imaging. The developed x-ray detector has 512 x 512 with 200um pixel.
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Background: Central obesity in relation to insulin resistance is strongly linked to the development of diabetes. However, data regarding the association between peri-cardial and peri-aortic fat amount, a real estimate of visceral adipose tissue and pre-diabetes status remained elusive.

Objective: The aim of this study was to examine whether pericardial and thoracic peri-aortic adipose tissue, when quantified by multi-detector computed tomography (MDCT), may differ substantially among subjects in normal, pre-diabetes and overt diabetes status.

Materials and Methods: We consecutively studied 562 participants including 357 healthy, 155 pre-diabetes and 50 diabetes who underwent health survey. Pre-diabetes status was defined by impaired fasting glucose or impaired glucose intolerance by American Diabetes Association guidelines. Pericardial (PCF) and thoracic peri-aortic (TAT) adipose tissue was assessed by non-contrast 16-slice multi-detector computed tomography (MDCT) data set with off-line measure (Aquarius 3D Workstation, TeraRecon, San Mateo, CA, USA). Body fat composition (Tanita 305 Corporation, Tokyo, Japan), serum high-sensitivity C-reactive protein (Hs-CRP) level and insulin resistance (HOMA-IR) were all obtained.

Results: Patients with diabetes and pre-diabetes had greater volume of PCF (89 ± 24.6, 85.3 ± 28.7 & 67.6 ± 26.7ml, p<0.001) as well as higher volume of TAT (9.6 ± 3.1 ml vs 8.8 ± 4.2 & 6.6 ± 3.5ml, respectively, p<0.001) when compared to normal group, though there was no significant differences between diabetes and pre-diabetes groups. For those without overt diabetes in our study, increasing TAT burden, rather than PCF, seemed to correlate with higher HOMA-IR and Hs-CRP in the multivariable models while there seemed to be a borderline relationship between PCF and coronary artery calcium score.

Conclusion: Pre-diabetic status was associated with much higher pericardial and peri-aortic adipose tissue than normal subjects, which is actually comparable to overt diabetes. In addition, for those visceral fat accumulated surrounding aortic area seemed to exert effects on insulin resistance and systemic inflammation.

Key Words: Pre-diabetes, type II diabetes mellitus, MDCT, visceral adipose tissue, coronary calcium score
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Compared Myocardial Deformation between Cardiovascular Magnetic Resonance and Cardiac Computed Tomography

Introduction: In the fields of heart failure diagnosis, expect for the evaluation of heart valve abnormality, the myocardial wall motion is another important indication which has been concluded in many studies. Cardiovascular magnetic resonance (CMR) imaging provides highly reproducible data of myocardial deformation. Recently, the cardiac computed tomography (CT) imaging technique has become a new tool because of its advantages of good dynamic resolution, low cost and breath hold not required.

Materials and Methods: In this study, we analyzed the wall motion of heart by using Optical Flow Method (OFM), and compared the correlation between CMR and Cardiac CT imaging. The Cardiac CT scan was performed on the 64-slice DSCT scanner (Definition, Siemens Medical Systems, Forchheim, Germany) with a gantry rotation time of 330 ms. CMR was performed on a 3.0-T system (Achieva, Philips Medical Systems, Best, the Netherlands) using a 32-channel cardiac phased array receiver coil.

Results: According to the analysis results of Cardiac CT and CMR, the average wall motions between the diastole and systole phase in the left ventricle was 2.15±0.47 mm and 2.21±0.46 mm, respectively. The regression equation between the Cardiac CT and CMR was y=0.06+1.00x with R²=0.83 and the correlation coefficient was 0.91, which means the data were highly positively correlated.

Conclusion: Using OFM motion estimate could accurately track myocardial deformation. The highly positive correlation between CMR and Cardiac CT images with OFM. Therefore, the Cardiac CT assessment myocardial motion may assist analysis in the diagnosis of heart failure.
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Objective: To determine the optimal image reconstruction windows in the assessment of coronary artery bypass grafts (CABGs) with 256-slice CT, and to assess their associated optimal ECG pulsing windows for tube-current modulation (ETCM).

Methods: We recruited 18 patients (three female; mean age 68.9 years) having mean heart rate (HR) of 66.3 bpm and a heart rate variability of 1.3 bpm for this study. A total of 36 CABGs with 168 segments were evaluated, including 12 internal mammary artery (33.3%) and 24 saphenous vein grafts (66.7%). We reconstructed 20 data sets in 5%-step through 0%-95% of the R-R interval. The image quality of the bypass grafts was assessed by a 5-point scale (1=excellent to 5=non-diagnostic) for each segment (proximal anastomosis, proximal, middle, distal course of graft body, and distal anastomosis). Two reviewers discriminated optimal reconstruction intervals for each CABG segment in each temporal window. Optimal windows for ETCM were also evaluated.

Results: The determined optimal systolic and diastolic reconstruction intervals could be divided into 2 groups with threshold HR = 68. The determined best reconstruction intervals for low heart rate (HR < 68) and high heart rate (HR > 68) were 76.0 ± 2.5% and 45.0 ± 0% respectively. Average image quality scores were 1.8 ± 0.6 with good inter-observer agreement (kappa=0.79). Image quality was significantly better for saphenous vein grafts versus arterial grafts (P < 0.001). The recommended windows of ETCM for low HR, high HR and all HR groups were 40-50%, 71-81% and 40-96% of R-R interval, respectively. The corresponding dose savings were about 60.8%, 58.7% and 22.7% in that order.

Conclusions: We determined optimal reconstruction intervals and ETCM windows representing a good compromise between radiation and image quality for following bypass surgery using a 256-slice CT.

Key Words: CT coronary angiograms; Coronary artery bypass graft; Image quality; ECG-based tube current modulation; Radiation dose
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Attenuation correction in PET/CT: optimum imaging parameters derived from ultra low dose calcium score CT

Thursday, 6 September 2012 15:10 (1 hour)

Introduction: In cardiac PET/CT, coronal calcium scoring CT (CCSCT) not only is a noninvasive assessment of the presence and location of calcified plaque but also could provide as attenuation correction (AC) maps. However, the optimal radiation dose saving of CCSCT scan has not been studied. The purpose of this study is to determine optimum imaging parameters for attenuation correction in PET/CT based on ultra-low dose CCSCT with various body size.

Materials and methods: The study was performed using a modified QRM-cardiac phantom including CCSCT scan and emission scan. The phantom containing calibration inserts and additional phantom rings were used to simulate small, medium-size, and large patients. Agaston scores were calculated using CCSCT images (120 kV, 300 mA) as standard and compared with low-dose parameter scans (from 300 to 10 mA, 50 intervals). The assessment of Agaston scores and standard uptake value (SUV) were carried out by paired t test and Pearson’s correlation coefficient. Radiation doses from CCSCT were expressed by using CT dose index (CTDI).

Result: The result showed optimum tube current in small, medium, and large size was 50, 100, and 150 mA, respectively. It was good correlation between Agatston score values, calculated by 300 mA and low-dose CCSCT images, as expressed by correlation coefficient and p value (r>0.9, p<0.002). There was no difference when comparing the SUV between 300 mA and each low-dose parameter scans. Radiation dose was reduced by 83.34, 66.67, and 50 % when using 50, 100, and 150 mA CCSCT image, compare to 300 mA CCSCT image.

Conclusion: The data of this preliminary study demonstrates that increasing body size is associated with increasing radiation exposure and image noise. Using low-dose CCSCT scan results in good assessment of Agatston score and SUV and make it possible to reduce radiation dose by more than 50 %.
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New prototypes for components of a control system for the new ATLAS pixel detector at the HL-LHC

Wednesday, 5 September 2012 11:20 (20 minutes)

In the years around 2020 an upgrade of the LHC to the HL-LHC is scheduled, which will increase the accelerators luminosity by a factor of 10. In the context of this upgrade, the inner detector of the ATLAS experiment will be replaced entirely including the pixel detector. This new pixel detector requires a specific control system which complies with the strict requirements in terms of radiation hardness, material budget and space for the electronics in the ATLAS experiment. The University of Wuppertal is developing a concept for a DCS (Detector Control System) network consisting of two kinds of ASICs. The first ASIC is the DCS Chip which is located on the pixel detector, very close to the interaction point. The second ASIC is the DCS Controller which is controlling 4x4 DCS Chips from the outer regions of ATLAS via differential data lines. Both ASICs are manufactured in 130nm deep submicron technology. We present results from measurements from new prototypes of components for the DCS network.
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Study of the collection of charge carriers generated close to the Si-SiO2 interface of silicon strip sensors before and after 1 MGy X-ray radiation

Thursday, 6 September 2012 14:10 (20 minutes)

The collection of charge carriers generated in p+-n-strip sensors close to the Si-SiO2 interface before and after 1 MGy of X-ray irradiation has been investigated using the transient current technique (TCT) with sub-nanosecond focused light pulses of 660 nm wavelength, which has an absorption length in silicon at room temperature of 3.5 μm.

Depending on the applied bias voltage, bias history, humidity and irradiation, incomplete collection of either electrons or holes has been observed when illuminating the strip side of the sensor. The data are described by a model which allows a quantitative determination of the losses of holes, the losses of electrons and the width of the accumulation layer below the Si-SiO2 interface.

For non-irradiated sensors little or no charge losses are observed in equilibrium. However, immediately after changing the biasing voltage the sensors are in a non-equilibrium state: Electron losses occur when the voltage is increased, and hole losses occur when it is decreased. For irradiated sensors electron losses are observed in equilibrium. When the voltage is ramped up the fraction of electrons lost increases, when it is ramped down it decreases.

The time it takes to reach equilibrium is a strong function of humidity: Several days in a dry and of the order 60 minutes in a humid atmosphere. The charge losses and their dependence on bias history and humidity can be qualitatively explained by the time it takes until the charges on the surface of the sensor are distributed in a way that the longitudinal electric field on the surface vanishes and a constant potential is reached. The difference in time it takes to reach the equilibrium is explained by the increase of the surface conductivity with increasing humidity.

The number of charges lost in one laser pulse decreases with the number of charges lost and thus accumulated in preceding pulses. The amount of charge which has to be accumulated until the charge losses vanish, and the time it takes that the initial charge losses are reestablished, have been determined with the laser operated in burst mode.

The observations for sensors from two vendors built from silicon with different crystal orientations and different coupling of the read-out strips to the p+ implants are qualitatively similar.

The relevance of the results for the operation of sensors is discussed.
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Development of neutron two-dimensional position detector systems by using MPPC

KEK KENS-DAQ group is developing several neutron detectors and readout systems. 2 systems are developed by using a ZnS/6LiF neutron scintillator and MPPC (Multi Pixel Photon Counter: a semiconductor light sensor).

One is named M-PSD (MPPC position-sensitive detector) which uses charge-division method like the 3He-PSD [1,2]. Therefore a NEUNET (neutron network) system [1] which is widely used in the J-PARC (Japan Proton Accelerator Research Complex) can be used for its readout system. A 2-dimensional detector which consists of 21 M-PSD boards at intervals of 5 mm. The detection area of the detector is 128 × 105 mm^2. Each board has 32 MPPCs at intervals of 4 mm, and the spatial resolution is about 1mm.

The other is named MHPD (MPPC high count pixel detector) which processes data at each MPPC independently to obtain high count rate.

We will present the latest development of the detector systems.
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Proton Radiation Damage Experiment on P-Channel CCD for an X-ray CCD camera onboard the Astro-H satellite

Thursday, 6 September 2012 13:30 (20 minutes)

We report on a proton radiation damage experiment on P-Channel CCD newly developed for an X-ray CCD camera onboard the Astro-H satellite. The device has been exposed up to $10^9$ protons/cm$^2$ at 6.7 MeV. The charge transfer inefficiency (CTI) is measured as a function of radiation dose. In comparison with the CTI actually measured in the CCD camera onboard the Suzaku satellite for 6 years, we confirm that the new type of P-Channel CCD is radiation tolerant enough for space use. The temperature dependence of the CTI is also reported.
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Thin n-in-p pixel sensors and the SLID-ICV vertical integration technology for the ATLAS upgrade at HL-LHC

Friday, 7 September 2012 09:50 (20 minutes)

The R&D activity here presented is focused on the development of a new module concept for the upgrade of the ATLAS pixel system at the High Luminosity LHC (HL-LHC). It employs thin pixel sensors together with a novel vertical integration technology offered by the Fraunhofer Institute EMFT in Munich, consisting of the Solid-Liquid-InterDiffusion (SLID) interconnection, which is an alternative to the standard bump-bonding, and Inter Chip Vias (ICV) for routing signals vertically through the readout chips.

Two productions of thin pixel sensors, with an active thickness of 75 um and 150 um, were completed using a process developed at the Semiconductor Laboratory of the Max-Planck-Institute for Physics (HLL) and connected to the FE-I3 and FE-I4 ATLAS read-out chips, respectively.

Due to their cost effectiveness and radiation hardness n-in-p silicon devices are a promising candidate to replace the present n-in-n sensors in the radiation environment of HL-LHC and to instrument the large area of the new ATLAS pixel system. Furthermore thin pixel sensors offer a reduced contribution to the material budget and a higher charge collection efficiency (CCE) at the radiation levels expected in the inner pixel layers at HL-LHC.

The 75 um thick FE-I3 compatible sensors have been connected with SLID to read-out chips and were irradiated up to fluence of 5e15 n_eq/cm². A CCE close to 100% has been measured at bias voltages as low as 500 V and the SLID interconnection efficiency proved not to be affected by these radiation levels.

The 150 um thick sensors were interconnected by bump-bonding to the new ATLAS pixel read-out chip FE-I4. An excellent performance in terms of charge collection efficiency and noise occupancy were obtained before and after irradiation at 5e15 n_eq/cm².

The results, obtained with laboratory and beam tests, for these two thin pixel productions will be compared with those of n-in-p pixels of standard thickness.

On the thin FE-I3 modules ICVs, with a cross section of 3 um x10 um, are going to be etched at the positions of the original wire bonding pads of the FE-I3 chip. This step is meant to prove the feasibility of the signal transport to the newly created readout pads on the backside of the chips, allowing for four side buttable devices without the presently used cantilever for wire bonding. The status of the ICVs preparation on the FE-I3 wafer will be presented.
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Results on a beam test of n-in-p silicon strip sensors aimed for the ATLAS SCT(Semi-Conductor Tracker) upgrades for High Luminosity LHC(HL-LHC) are presented. This Beam test was operated with a new DAQ system consisting of a universal read-out board called ‘SEABAS’ and a beam tracking system with the spacial resolution less than 5 micro meters, and held at RCNP in December 2011. Behaviors of the new 1 cm x 1 cm n-in-p miniature sensors before and after irradiation up to 10^{15} n_{eq}/cm^{2} are discussed. Collected charge of non-irradiated is sensor is 6fC at full depletion voltage, while of 10^{15} n_{eq}/cm^{2} irradiated sensor is 4.2fC. The effective region on the strip edges around PTP structures of the non-irradiated sensor reached to the bias rail, while of the 10^{15} n_{eq}/cm^{2} irradiated sensor it reached only up to strip edges.
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Development of the Pixel OR SOI Detector for High Energy Physics Experiments

Tuesday, 4 September 2012 15:20 (1 hour)

A Silicon-On-Insulator (SOI) technology is suitable for vertex detector for high energy physics experiments since complex functionalities can be fabricated on the SOI wafer with small material thanks to the monolithic structure. We developed a new sensor processing scheme "PIXOR(PIXel OR)" for pixel detectors using a Lapis 0.25um SOI process. An analog signals from each pixelated sensor is divided into two dimensional directions, and $2n^2$ signal channels from small $n$ by $n$ pixel matrix are taken OR as $n$ column and $n$ row channels, then the signals are processed by readout circuit in each small matrix. This PIXOR scheme reduces number of readout channels and avoids a deterioration of intrinsic position resolution due to large circuit area, that was common issue for monolithic pixel detectors. This feature allows high resolution, low occupancy and on-sensor signal processing at the same time.

We present the successful results of the PIXOR readout scheme using the first prototype.
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Impact of pixel size and shape on physics analysis

Thursday, 6 September 2012 16:50 (20 minutes)

A Monte Carlo study will be presented to quantify the impact of the z resolution of the pixel detector to a new physics search. The choice of the pixel shape and size in the r-\phi and z-directions results in different position resolutions, that in turn influence the selection power for the analysis of a certain physics channel. The presented study illustrates the effect of the pixel z resolution on signal and background candidates in the case of the search for the rare decay B_s \to \mu\mu. Within the framework of the SM this decay channel is expected at the level of \sim 10^{-9} and therefore requires a very high background rejection ratio to reach the sensitivity necessary to observe a signal. The study will compare and illustrate the physics performance of this rare decay for different scenarios.
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Status of the ATLAS Pixel Detector at the LHC and its performance after three years of operation.

Monday, 3 September 2012 10:00 (30 minutes)

The ATLAS Pixel Detector is the innermost detector of the ATLAS experiment at the Large Hadron Collider at CERN, providing high-resolution measurements of charged particle tracks in the high radiation environment close to the collision region. This capability is vital for the identification and measurement of proper decay times of long-lived particles such as b-hadrons, and thus vital for the ATLAS physics program. The detector provides hermetic coverage with three cylindrical layers and three layers of forward and backward pixel detectors. It consists of approximately 80 million pixels that are individually read out via chips bump-bonded to 1744 n-in-n silicon substrates.

In this talk, results from the successful operation of the Pixel Detector at the LHC and its status after three years of operation will be presented, including monitoring, calibration procedures, timing optimization and detector performance. The detector performance is excellent: ~96% of the pixels are operational, noise occupancy and hit efficiency exceed the design specification, and a good alignment allows high quality track resolution.
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Overview of the ATLAS Insertable B-Layer (IBL) Project

Monday, 3 September 2012 11:20 (30 minutes)

The upgrades for the ATLAS Pixel Detector will be staged in preparation for high luminosity LHC. The first upgrade for the Pixel Detector is the construction of a new pixel layer which will be installed during the first shutdown of the LHC machine, in 2013-14. The new detector, called the Insertable B-layer (IBL), will be installed between the existing Pixel Detector and a new, smaller radius beam-pipe at a radius of 3.3 cm. The IBL has required the development of several new technologies to cope with increased radiation and pixel occupancy and also to improve the physics performance through reduction of the pixel size and a more stringent material budget. The IBL presents several changes to the design of the present hybrid pixel system: two different and promising silicon sensor technologies, planar n-in-n and 3D, will be used for the IBL. A new read-out chip FE-I4 has been designed in 130 nm technology, the material budget is minimized by using new lightweight mechanical support materials and a CO2 based cooling system has been developed. An overview of the IBL project, of the module design and the qualification for these sensor technologies with particular emphasis on irradiation and beam tests will be presented.
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Monitoring radiation damage in the ATLAS Pixel Detector

The record breaking instantaneous luminosities of $10^{33} \text{ cm}^{-2} \text{ s}^{-1}$ recently surpassed at the Large Hadron Collider generate a rapidly increasing particle fluence in the ATLAS Pixel Detector. As the radiation dose accumulates, the first effects of radiation damage are now observable in the silicon sensors. A regular monitoring program has been conducted and reveals an increase in the silicon leakage current, which is found to be correlated with the rising radiation dose recorded by independent sensors within the inner detector volume. Such measurements are useful to validate the digitization model that has been developed to simulate radiation damage effects, including charge trapping, electric field modification and realistic signal induction on the electrodes. In the longer-term crystal defect formation in the silicon bulk is expected to alter the effective doping concentration, producing type-inversion and ultimately an increase of the voltage required to fully deplete the sensor.
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Neural network based cluster creation in the ATLAS silicon Pixel Detector

Tuesday, 4 September 2012 15:20 (1 hour)

The read-out from individual pixels on planar semi-conductor sensors are grouped into clusters to reconstruct the location where a charged particle passed through the sensor. The resolution given by individual pixel sizes is significantly improved by using the information from the charge sharing between pixels. Such analog cluster creation techniques have been used by the ATLAS experiment for many years to obtain an excellent performance. However, in dense environments, such as those inside high-energy jets, clusters have an increased probability of merging the charge deposited by multiple particles. Recently, a neural network based algorithm which estimates both the cluster position and whether a cluster should be split has been developed for the ATLAS Pixel Detector. The algorithm significantly reduces ambiguities in the assignment of pixel detector measurement to tracks within jets and improves the position accuracy with respect to standard interpolation techniques by taking into account the 2-dimensional charge distribution. The implementation of the neural network, the training parameters and performance of the new clustering will be presented. Significant improvements of the track and vertex resolution obtained using this new method will be presented using Monte Carlo simulated data and compared to data recorded with the ATLAS detector will be given. The resulting improvements to both track reconstruction and the identification of jets containing b-quarks will be discussed.
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Track and vertex reconstruction in the ATLAS Experiment

Tuesday, 4 September 2012 15:20 (1 hour)

The track and vertex reconstruction algorithms of the ATLAS Inner Detector have demonstrated excellent performance in the early data from the LHC. However, the rapidly increasing number of interactions per bunch crossing introduces new challenges both in computational aspects and physics performance. The combination of both silicon and gas based detectors provides high precision impact parameter and momentum measurement of charged particles, with high efficiency and small fake rate. Vertex reconstruction is used to identify with high efficiency the hard scattering process and to measure the amount of pile-up interactions, both aspects are crucial for many physics analyses. The performance of track and vertex reconstruction efficiency and resolution achieved in the 2011 data-taking period and for the 2012 data-taking, where improved algorithms will be used, are presented.
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Development of Readout System of FE-I4 Pixel Module Using SiTCP

Tuesday, 4 September 2012 15:20 (1 hour)

The pixel detector of the ATLAS will be replaced at the future upgrade of LHC to keep the performance at high luminosity operation. For the upgrade, the sensor modules have been developed by using new front-end chips (FE-I4). Since design of the FE-I4 chip is different from the chip used for the current pixel detector, new DAQ system is necessary to read the sensor modules. For that reason, we have developed DAQ system by using a “SEABAS” DAQ board. SEABAS processes the data from the FE-I4 chips with an FPGA (User-FPGA) and transfers data to a computer via Ether-net with SiTCP. SiTCP is a technology to realize direct access and transfer of the data in the memory of User-FPGA from the PC by utilizing TCP/IP and UDP communication with a dedicated FPGA. We have developed firmware and software for SEABAS, together with readout hardware chain, and established basic functionality for reading out the FE-I4 chips.
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Low mass carbon based support structures for the ATLAS pixel forward disks for the HL-LHC

Thursday, 6 September 2012 15:10 (1 hour)

For the proposed upgraded pixel and strip detector systems of the ATLAS experiment on the HL-LHC near all carbon support structures are a candidate. These consist of two low-density carbon fibre reinforced polymer (CFRP) sheets (low areal weight), consisting of ultra-high modulus fibres, with metallic cooling tubes filled with refrigerant sandwiched between them. Low-density carbon foam is glued around the cooling tubes to connect them thermally and physically to the CFRP skins. The pixel modules are mounted onto the skins which provide the modules with both a thermal and a mechanical support.

Measurements of the thermal and mechanical properties of prospective low density foams and CFRP sheets are presented. Foams from two suppliers are investigated. Their different physical properties are discussed and the impact on their thermal and mechanical properties shown. The interfaces between the foam and the CFRP skin and the foam and cooling pipe are crucial for the performance of the structure. The thermal resistance of these interfaces are measured. Due to the difference in the coefficient of thermal expansion of the metallic cooling pipe and the CFRP skins the foam and interfaces will undergo a shear force. The effects of the shear force on the thermal conductivity of the interfaces and the foam are presented.

To minimize the material used in the supporting structure the design must be optimized based on the modulli of the material under the relevant low forces experienced by the structure. To this end the modulii under tension, compression and shear are measured for the foam and under tension for the CFRP skins. A custom made jig was used to remove twist in the sample to allow the modulus under tension at the very low stresses of interest to be measured.

The material characteristics extracted are used as input values to finite element analysis (FEA) models of proposed designs of the forward disks of the ATLAS HL-LHC upgrade. FEA simulation results are compared to measurements made on mechanical test structures. From these results extrapolation to a proposed design for the disks are presented. The disks thermal performance is shown from the perspective of maintaining the pixel sensor temperature from thermal run away and as robustness against variation in coolant temperature.
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The use of different semiconductor technologies in the field of particle detector has been always limited by the effects of radiation in both the sensors and the processing circuitry. This fact has encouraged the teams working in future developments to evaluate the use of different technological approaches to minimize the impact of radiation by using new detector material, connections and read-out architectures.

A monolithic Active Pixel sensor for charged particle tracking has been developed. This sensor is within the frame of an R&D project called TRAPPISTe (Tracking Particles for Physics Instrumentation in SOI Technology), with the aim of studying the feasibility of developing a Monolithic Active Pixel Sensor (MAPS) with Silicon-on-Insulator (SOI) technology. Two different architectures are being evaluated, 3-transistor (3T) and charge sensitive amplifier (CSA). To compare the results, two chips have been fabricated: TRAPPISTe-1 and TRAPPISTe-2. The first prototype TRAPPISTe-1 was produced at the WINFAB facility at the Universite catholique de Louvain (UCL) in Belgium in a 2μm fully depleted (FD-SOI) CMOS process. TRAPPISTe-2 is the second prototype in this series and was fabricated with the OKI 0.20μm FD-SOI CMOS process. Each one of the prototypes analyzed implements two different approaches, 3-transistor read-out and charge sensitive amplifier.

The TRAPPISTe-1 prototype is an 8x8 pixel matrix with a shift register used to control signal readout. Each pixel contains simple 3-transistor readout and has dimensions 300μm x 300μm. An additional layout of charge sensitive amplifiers was implemented separately in order to validate the architecture in SOI, although no connection with the detector was included. The second phase of this project was developed with the TRAPPISTe-2 prototype. This version included similar readout architectures for evaluation and several test transistors, although the size of the pixel cells is 150μm x 150μm.

The TRAPPISTe chips have been measured using a custom built PCB to provide the necessary bias and control signals. The test system is controlled by an Altera DE2 FPGA and data is collected on a PC via an Ethernet connection.

The charge sensitive amplifiers were implemented in both WINFAB and OKI technologies. The amplifiers were based on a standard folded cascade core with a feedback capacitor. DC measurements of the amplifiers agree with simulations and the effect of varying the back voltage can be clearly observed. Different effects have been measured, such as the influence of the bias current and the effect of varying the feedback transistor gate voltage. Transient output measurements were performed by injecting a voltage pulse onto a test input capacitor and changing the amplifier bias currents and voltages. The 3-transistor read-out architecture was also implemented in both WINFAB and OKI technologies. The architecture is based on a simple structure where an external shift register is responsible for transferring the charge information. This structure has been used to characterize the whole matrix electrically.

A laser system named LARA (Laser for Radiation Analysis) has been developed to characterize silicon sensors. LARA contains a remote controlled 3-axis motorized stage that can position a test device under a laser beam. An infrared laser at 1060nm wavelength and a red laser at 670nm wavelength are available. The system is controlled by a PC via a LabVIEW interface. The laser measurements are being tested on both the 3T and the CSA architectures.
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The use of different semiconductor technologies in the field of particle detector has been always limited by the effects of radiation in both the sensors and the processing circuitry. Large numbers of research teams are evaluating the use of different technological approaches to minimize the impact of radiation in new developments by using new detector material, connections and read-out architectures. Although most pixel detectors that are in operation are hybrid active pixel sensors, they present clear limitations for particle physics applications. These problems have led to increased efforts related to monolithic solutions, where the sensor, amplification and logic circuitry are found in the same Si-wafer. One of the possible technology solutions is SOI technology, which is the one that has been studied in this project.

Silicon-on-Insulator CMOS technology has been widely used for high gain and low power consumption circuitry, but now, some research groups are studying its use for developing monolithic radiation detectors. This is done by producing an opening and implantation below the thin oxide that connects the top active circuitry and the handle wafer. The use of this technology for particle radiation detectors is subject to the back gate effect because of the voltage applied to deplete the detector. Since the area under the transistor acts as a back gate, its potential affects the threshold voltage and the leakage current of the transistor. The back gate effect depends on many factors, such as the thickness of the bulk substrate, the voltage applied for detection and the guard ring patterns that can be introduced below the oxide to improve signal acquisition. To minimize this effect, different approaches can be made, from increasing the oxide thickness to include different well implantations below the read-out circuitry. One of the main goals of the TRAPPISte (Tracking Particles for Physics Instrumentation in SOI Technology) project is to analyze these effects and study how to minimize them. In this study/project, two different technologies are used and different read-out approaches are evaluated. Initially a first prototype (TRAPPISte-1) was developed at the Université catholique de Louvain (UCL) in Belgium at the WINFAB facility in Louvain-la-Neuve. WINFAB provided a 2µm FD-SOI CMOS process with one metal layer. For this prototype, a p-type wafer with a resistivity about 250Ωcm was used. A second prototype, Trappiste-2, was fabricated with a 0.20µm FD-SOI CMOS technology, provided by OKI Semiconductors through the SOIPIX collaboration. The OKI process provides five metal layers and high resistivity n-type substrates of 700Ωcm and 10kΩcm. Both prototypes have been used to study the problem of back gate effect. The interest of using WINFAB technology is because it provides a thicker oxide layer. The second technology, the OKI technology, provides a method to mitigate the back gate effect with a buried P-well (BPW). The first results that will be presented are based on measurements of the test structures performed at different back voltages.

The first steps were used to validate our methodology and tried to characterize the transistors used at different Back Gate. The transistor test area contains single transistors whose gate, source and drain inputs are connected to test pads. It contains seven columns of transistors representing the source tied transistors provided by the OKI process. All of the transistors have a W/L of 10µ/2µ except for the I/O n-type Depleted MOS (DMOS) transistors which are size 2µ/10µ. The parameters such as threshold voltage (VTH), mobility (µ0) and transconductance (gm) have been characterized. The method used to characterize the transistors is based on the linear-extrapolation technique in which VTH is obtained by the linear extrapolation of the I_D⁄√(g_m ). Another additional method, based on the calculation derivate is used, to validate the results obtained. These measurements have been performed at different back voltages (to deplete the sensor). The extraction of parameters is an important part of the device modeling and characterization process. Parameter calculations at two drain voltage conditions are used, 20mV and 50mV. The four calculations obtained agree with the values given by the technology.

The charge sensitive amplifiers were the first circuits tested. They were implemented in both WIN-
FAB and OKI technologies. The amplifiers were based on a standard folded cascade core with a feedback capacitor. To aid in the circuit design and dimensioning of the transistors, a \( \text{gm/Id} \) methodology was used. This methodology provides a rapid process-independent method of dimensioning transistors. Detector and amplifier specifications are used as inputs to a dimensioning plan to determine transistor sizes. The result is then simulated in ELDO to verify the functioning of the circuit. Measurement results will be presented and discussed, as the results agree with the simulations performed.
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Development and characterization of the latest X-ray SOI pixel sensor for a future astronomical mission

Tuesday, 4 September 2012 14:40 (20 minutes)

We have been developing a novel active pixel sensor, X-ray SOIPIX (Silicon-On-Insulator Pixel Sensor), for a future X-ray astronomical mission. It offers wide-band and high-time-resolution imaging spectroscopy with a low non-X-ray background rate. The most distinguished feature of X-ray SOIPIX is an intra-pixel trigger system for the timing detection. We have so far demonstrated that prototypes have the 10 us time resolution with the trigger system and the full depletion layer of 250 um.

A new prototype, named XRPIX2, has been produced in 2012. It consists of two different size pixel arrays for evaluation of the design; one is 30 um pixel pitch with the format of 144 x 64 (small pixel array), and the other is 60 um pixel pitch with the format of 72 x 36 (large pixel array). We increased the sense-node gain with reducing the parasitic capacitance in both pixel size arrays. In order to improve the charge collection efficiency, we applied multi-via structure in the part of the large pixel array. We will talk about the detailed design and characterization of XRPIX2.
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CdTe pixel detector development for synchrotron radiation experiments

Tuesday, 4 September 2012 10:50 (20 minutes)

This study describes a CdTe pixel detector development for the next generation high energy X-ray diffraction experiments at synchrotron radiation facilities. In such applications, a high stopping-power semiconductor material for the sensor and an X-ray photon counting capability for the ASIC are required. A Custom-designed ASIC (SP8-02) has been developed with TSMC 0.25 micron CMOS process, where each pixel has a preamplifier, a shaper, a window comparator, and a 20-bit counter. The analog circuit was characterized with a fast setting of 100 nsec and a dynamic range from 10 keV to 100 keV. The window comparator has advantage to avoid electric noise and fluorescent X-ray background by the lower threshold and higher-harmonics beam contamination by the upper threshold. We have fabricated a Pt/CdTe/Al-pixel sensor performing a Schottky diode detector with the electron-readout operation. This electrode-metal configuration realized a low leakage current and a long-term stability in near room temperature. The sensor was bump-bonded to the ASIC by the gold-stud bonding. The presentation will describe the features of SP8-02 and SP8-02B ASICs forming the 200 um x 200 um pixel size with the 20 x 50 matrix. The Pt/CdTe/Al-pixel sensor performance will be also discussed in comparison with Pt/CdTe/Pt-pixel and In/CdTe/Pt-pixel sensors.
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The core of the CMS experiment is a three layers pixel detector. Installed in 2008 the CMS pixel system is essential for track seeding and reconstruction of secondary vertexes. The Pixel detector was designed for a peak luminosity of 1E34 cm\(^{-2}\)s\(^{-1}\). The presentation will summarize the operational experience of the first three years of collisions at the LHC. We will present the measured performance evolution as the Instantaneous luminosity delivered increased by several order of magnitude including dynamic data-losses, efficiency and resolution. The focus of the presentation will be on operational parameters, online calibrations and an overview of the challenges encountered to present.
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Silicon Sensors for HL-LHC Tracking Detectors –
RD50 Status Report

Tuesday, 4 September 2012 15:20 (1 hour)

It is foreseen to significantly increase the luminosity of CERN’s Large Hadron Collider (LHC) by upgrading the LHC towards the HL-LHC (High Luminosity LHC) in order to harvest the maximum physics potential of the machine. Especially the final upgrade (Phase-II Upgrade) foreseen for 2021 will mean unprecedented radiation levels, exceeding the LHC fluences by roughly an order of magnitude. Due to the radiation damage limitations of the silicon sensors presently used, the physics experiments will require new tracking detectors for HL-LHC operation. All-silicon central trackers are being studied in ATLAS, CMS and LHCb, with extremely radiation hard silicon sensors to be employed on the innermost layers.

Within the CERN RD50 Collaboration, a massive R&D programme is underway across experimental boundaries to develop silicon sensors with sufficient radiation tolerance. One research topic is to gain a deeper understanding of the connection between the macroscopic sensor properties such as radiation-induced increase of leakage current, doping concentration and trapping, and the microscopic properties at the defect level. We also study sensors made from p-type silicon bulk, which have a superior radiation hardness as they collect electrons instead of holes, exploiting the lower trapping probability of the electrons due to their higher mobility. Another sensor option under investigation is to use silicon produced with the Czochralski-process. The high oxygen content in the Czochralski-Silicon has been shown to have a beneficial influence on some of the effects of radiation damage. A further area of activity is the development of advanced sensor types like 3D silicon detectors designed for the extreme radiation levels expected for the vertexing layers at the HL-LHC. These detectors in general have electrodes in the form of columns etched into the silicon bulk, which provide a shorter distance for charge collection and depletion, which reduces trapping and full depletion voltage. We will present results of several detector technologies and silicon materials at radiation levels corresponding to HL-LHC fluences. Based on these results, we will give recommendations for the silicon detectors to be used at the different radii of tracking systems in the LHC detector upgrades.

This presentation will cover the most recent RD50 results in a number of areas. Amongst these is the performance of 3D detectors before and after HL-LHC irradiation, demonstrating that the 3D technology has become a reliable candidate for LHC-Upgrades. Electric field measurements in heavily irradiated planar detectors will be presented, obtained in an edge-TCT setup with an infrared laser shining onto the polished edge of silicon detectors parallel to the detector surface. The field measurements are showing surprisingly high electric fields in the range of 0.5 V per micrometer in the undepleted silicon. The existence of this strong field can help to explain the unexpectedly good performance of planar silicon detectors after more than 10E16 Neutron-equivalent per cm².

Observations of charge multiplication effects at very high bias voltages in a number of detectors will be reported. In this context, we will show first measurements from a set of dedicated detectors designed in order to better understand the charge multiplication mechanism, thought to originate from avalanche multiplication in the high-field region of the detectors.
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Future trends of 3D silicon sensors

Friday, 7 September 2012 09:10 (20 minutes)

Vertex detectors for the next LHC experiments upgrades will need to have low mass while at the same time be radiation hard and with sufficient granularity to fulfill the physics challenges of the next decade. Based on the gained experience with 3D silicon sensors for the ATLAS IBL project and the ongoing developments on light materials, interconnectivity and cooling, this paper will discuss possible solutions to these requirements.
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Towards third generation pixel readout chips

Wednesday, 5 September 2012 08:30 (30 minutes)

We present concepts and prototyping results towards a third generation pixel readout chip. We consider the 130nm feature size FE-I4 chip, in production for the ATLAS IBL upgrade, to be a second generation chip. A third generation chip would have to go significantly further. A possible direction is to make the IC so generic that different experiments can configure it to meet significantly different requirements, without the need for everybody to develop their own ASIC. In terms of target technology, a demonstrator 500-pixel matrix containing analog front ends only (no complex functionality), was designed and fabricated in 65nm CMOS and irradiated with protons in Dec. 2011 and May 2012. We present the design and measurement results.
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64-pixel linear-array Si-APD detector for X-ray time-resolved experiments

We have developed a silicon avalanche-photodiode (Si-APD) array detector for time-resolved measurements using pulsed synchrotron X-rays. The Si-APD detector had 64 pixels of a linear array, where the pixel size was 100 μm by 200 μm with a 50-μm gap between pixels and a depleted thickness was 10 μm. The detector system was equipped with 64-channel front-end ASICs, FPGAs and SiTCP (a network processor). The prototype system resolved a 10-ns interval of X-ray pulses at a count rate of > 10^7 cps per channel. The nanosecond response and the high count-rate property are extremely valuable for time-resolved X-ray diffraction measurements in pulsed synchrotron radiation. If a detector system can resolve a time interval of shorter than 2 ns, the system will be very efficient for recording an intensity- or position-change of X-ray diffraction spots in nanosecond-order period. We are now in progress of test for the 64-channel Si-APD array detector with synchrotron X-ray beam. The detail of the test results will be presented in the workshop.
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The edgeless or active edge silicon pixel detectors have been gaining a lot of interest recently due to improved silicon processing and interconnection technology capabilities. VTT has been one of the drivers of the edgeless process technology on 6" (150 mm) wafers. Last year we were able to gather 17 institutions and industrial companies to join for a multi project wafer process of edgeless silicon detectors. These participants come from different fields of applications, such as high energy physics, X-ray imaging, photon science and other medical and spatial applications. Their demands for the detector and design are very diverse and thus the process needed to be carefully designed. In total, 80 pieces of 150 mm wafers were processed to yield a given number of detector variations. The fabricated detector thicknesses were 100, 200, 300 and 500 μm. The polarities of the fabricated detectors on the given thicknesses were p-on-n, n-on-n, n-on-p and p-on-p. The wafer materials were high resistive Float Zone and Magnetic Czochralski silicon with crystal orientation.

The presentation gives and overview of the process and statistically summarizes the electrical characteristics of the edgeless diodes with varied polarities. The characteristics include leakage current, breakdown voltage and capacitance-voltage measurements. The first measurements have indicated reasonable leakage currents of 1-4 nA/cm² at full depletion voltage. Pixel detector characterization results from number of participants are presented with their permission. These include X-ray images, charge collection efficiency and operation of the edgeless detectors after heavy irradiation. Special focus is given on a new edgeless detectors designed for the Timepix and Medipix3 readout ASIC chips.
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3D Electronics for Tracking Triggers

Wednesday, 5 September 2012 09:40 (20 minutes)

We describe our current efforts in sensor/electronics integration, including 3D and SOI devices. Application of these technologies to track triggers for CMS and Atlas as well as x-ray imaging will be described. A central question is whether these technologies will be sufficiently affordable with high enough yield to build large area modules such as those required for CMS. We will discuss the development "active tiles" which combine 3D and active edge technologies as a possible solution to the yield problem. Such building blocks would enable the fabrication of fully active pixelated large area arrays.
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Single Event Effect Characterization of the Analog ASIC Developed for CCD Camera in Astronomical Use

Thursday, 6 September 2012 13:50 (20 minutes)

Single-event measurements on the analog ASIC developed for astronomical CCD camera systems are reported. The experiments using several heavy ions and protons exhibited positive correlation between the particle’s LET (linear energy transfer) and the probability of the SEU (single event upset). The predictive SEU rate in the low earth orbit was derived on the assumption of the CCD camera (SXI) onboard ASTRO-H, the next Japanese X-ray astronomical satellite. The upper limit of the SEU rate of 4.6x10^-3 evts/sec is sufficiently low compared with the non X-ray background of SXI. We also report on the radiation tolerance of our device against SEL (single event latch-up).
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Recent results on 3D double sided detectors at CNM-IMB

Friday, 7 September 2012 08:50 (20 minutes)

The upgrade of the LHC to HL-LHC envisaged for 2020 requires silicon detectors of unprecedented radiation tolerance for the silicon tracking detectors. The very high luminosity foreseen (2.5 x 10^{34} cm^{-2}s^{-1}) implies that the innermost layers detectors, at about 3 cm from the interaction point, of the vertex detector will be exposed to fluence up to 1.4x10^{16} cm^{-2} 1 MeV neutron equivalent for the 2020 upgrade over the expected years of operation. Present vertex detectors, relying on highly segmented silicon sensors, are designed to survive fast hadron fluence of about 10^{15} cm^{-2}. Under these conditions, detector performance is limited since a large number of defects are introduced into the device. During detector operation, the charge carriers created by ionizing radiation are trapped into those defects with discrete energy levels in the band-gap of the silicon substrate, resulting in incomplete charge collection.

Silicon detectors with cylindrical electrodes (so called 3D detectors) offer advantages over standard planar photodiodes as more radiation hard radiation sensors. 3D detectors with the double sided geometry have been fabricated at CNM clean room facilities. Different geometries including pixel detectors for high energy physics experiment and synchrotron imaging, short strip detectors with the same inter-column spacing as proposed for the ATLAS and CMS pixel detector upgrades foreseen for 2020.

The 3D detector is shown to have superior charge collection characteristics even at the highest fluences even when compared to planar devices operating at 1000V, which is in excess of that presently possible in the ATLAS experiment. Annealing studies of the collection efficiency and the main electrical characteristics of the detectors are also investigated. The experimental results are compared to the simulation of charge transport in the devices.
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Results with p-type pixel sensors with different geometries for the HL-LHC

Friday, 7 September 2012 10:50 (20 minutes)

Pixel detectors will be extensively used for the four innermost layers of the upgraded ATLAS experiment at the future High Luminosity LHC (HL-LHC) at CERN. The total area of pixel sensors will be over 5 m². The silicon sensors that will instrument the pixel volume will have to face several technology challenges. They will have to withstand doses up to $2 \times 10^{16}$ neq cm$^{-2}$, to have a reduced inactive area at the edge of the sensors still being able to hold 1000V bias voltage and to be relatively low cost considering the large area to be covered. N-side readout on p-type bulk is the most promising technology for satisfying the various requirements. Several sensor types have been produced in the UK, conceived for various readout systems, for studying the properties of n-in-p and n-in-n sensors before and after irradiation with test beam and laboratory measurements. The status of these studies is here presented in term of charge collection efficiency and charge sharing performances.
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Monolithic Active Pixel Matrix with Binary Counters (MAMBO) ASIC, using a nested well structure to decouple the detector from the electronics

Monolithic Active Matrix with Binary Counters (MAMBO) V ASIC has been designed for detecting and measuring low energy X-rays from 6-12keV. A nested well structure with a buried n-well (BNW) and a deeper buried p-well (BPW) is used to electrically isolate the detector from the electronics. BNW acts as an AC ground to electrical signals and behaves as a shield. BPW creates a homogenous electric field in the entire detector volume. The ASIC consists of a matrix of 50x52 pixels, each of 105x105µm². Each pixel contains analogue functionality accomplished by a charge preamplifier, CR-RC2 Shaper and a baseline restorer. It also contains a window comparator with Upper and Lower thresholds which can be individually trimmed by 4 bit DACs to remove systematic offsets. The hits are registered by a 12 bit counter which is reconfigured as a shift register to serially output the data from the entire ASIC. Test results indicate good analogue and digital performance.
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Microchannel cooling for the LHCb VELO Upgrade

Thursday, 6 September 2012 16:30 (20 minutes)

Local thermal management of detector electronics through ultra-thin micro-structured silicon cooling plates is an extremely promising technique for HEP with wide potential application in other fields. It combines a very high thermal efficiency with a very low addition of mass and space, and suppresses all problems of CTE mismatch between the heat source and the heat sink.

Typical micro-fabrication techniques such as photolithography, etching, wafer bonding and thinning are all involved in the process. The technique is very suited to the LHCb VELO upgrade, where there is the challenge of constructing an efficient cooling system which is radiation hard, adds minimal material to the system, and provides an excellent CTE match to the silicon sensing elements and ASICs. The microchannel designs under development have to be specially adapted for the use of CO2 as the coolant, with the additional challenges of thinner channels, constrictions to allow an evaporative CO2 cooling process, and the higher pressures involved. The numerical simulations also have to be enhanced to describe the turbulent flow within the channels. In addition to the design of the microchannels within the wafers themselves, the connectivity has also to be adapted to cope with the higher pressures, and to allow close packing of the forward silicon planes. A series of designs have already been prototyped and tested for LHCb. The challenges, current status of the measurements, and the solutions under development will be described.
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VELOPix ASIC development for LHCb VELO Upgrade

Wednesday, 5 September 2012 09:20 (20 minutes)

The upgrade of the LHCb experiment, planned for 2018, will transform the readout of the entire experiment to a triggerless system operating at 40 MHz. All data reduction algorithms will be run in a high level software farm, and will have access to event information from all subdetectors. This approach will give great power and flexibility in accessing the physics channels of interest in the future, in particular the identification of flavour tagged events with displaced vertices. The data acquisition and front end electronics systems require significant modification to cope with the enormous throughput of data. For the silicon vertex locator (VELO) a dedicated development is underway for a new ASIC, VELOPix, which will be a derivative of the Timepix/Medipix family of chips. The chip will be radiation hard and be able to cope with pixel hit rates of above 500 MHz, highly non-uniformly distributed over the ~2 cm² chip area. The chip will incorporate local intelligence in the pixels for time-over-threshold measurements, time-stamping and sparse readout. It must in addition be low power, radiation hard, and immune to single event upsets. In order to cope with the datarates and use the pixel area most effectively, an on-chip data compression scheme will integrated. This contribution will describe the requirements of the LHCb VELO upgrade, give an overview of the digital architecture being developed specifically for the readout chip, and describe the off-detector signal processing, including time ordering, clustering and pattern recognition algorithms. First results from prototype sensors and ASICs will be presented.
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The LHCb VELO Upgrade

Monday, 3 September 2012 15:00 (20 minutes)

The LHCb VELO (silicon Vertex Locator) will be upgraded in 2018, as part of the general upgrade of the LHCb experiment, which will transform the entire detector readout to a triggerless system operating at 40 MHz. The current L0 hardware trigger will be removed, and all data reduction algorithms will be executed in a high level software farm, with access to all event information. This will enable the detector to run at luminosities of above $2 \times 10^{33}$ cm$^{-2}$s$^{-1}$ and explore New Physics effects in the beauty and charm sector with unprecedented precision. The new vertex detector will have to cope with radiation levels of up to $10^{16}$ 1 MeV neutron equivalents / cm$^2$, more than an order of magnitude higher than those expected at the current experiment. At the same time, the sensors must approach the beam as closely as possible (7mm or below) without introducing dead material, hence the design of the sensor guard ring is crucial. New sensor designs have been launched for the 55 x 55 micron square pixel technology options with a number of manufacturers, and are being prototyped in lab and testbeam measurements. The lightweight radiation-hard assembly will integrate evaporative CO2 cooling for which microchannel cooling is being considered as an alternative to diamond or TPG heat spreading planes. Technological challenges include the module design, the construction of a lightweight foil to separate the primary and secondary LHC vacuua, the use of high speed cables, and the metallisation and radiation qualification of the module. In order to cope with the huge data flow special techniques will be applied, with the major areas of R&D focussing on techniques for data compression in the chips, time ordering in the FPGAs, and the use of GPUs for pattern recognition and tracking. The current status of the LHCb VELO upgrade developments will be described, and the latest results from the mechanical prototyping and sensor tests in the testbeams will be shown.
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GEANT4 and GDML detector simulation framework

Thursday, 6 September 2012 15:10 (1 hour)

An accurate description of the geometry and material density in modern particle detectors becomes ever more critical as the mass of these devices decreases, and the detectors aim to be sensitive to low \( pt \) physics. An example in point is the LHCb VELO upgrade, where the pixel planes at the upgrade will be situated very close to the beam line, but separated from the primary vacuum by a thin foil with a complex corrugated shape. Understanding the shape optimization for physics performance and the expected performance has led to the development of a new software approach for simulating the material, whereby the mechanical CAD drawings can be directly imported into the GEANT4 material via a GDML (Geometry Description Markup Language) interface which converts shapes into tessellated solids made up of triangular or quadrangular facets forming a closed space. This allows a more accurate and less labour intensive geometry implementation than traditional XML approaches. First results will be shown from this method, together with the approaches taken to generalize, test, and optimize the CPU performance of the method.
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Performance of the X-ray CCD coated with Optical Blocking Layer for SXI onboard ASTRO-H

Thursday, 6 September 2012 15:10 (1 hour)

We have developed the back-illuminated X-ray CCD camera (BI-CCD) for Soft X-ray Imager (SXI) onboard ASTRO-H. Since the X-ray CCD, especially BI-CCD has a high sensitivity not only for in X-ray but also in both visible light and UV light, X-ray CCD for SXI is directly coated the 100nm thick aluminum on the surface of the CCD in order to block visible light, and we name this aluminum layer OBL (Optical Blocking Layer). We will install Contamination Blocking Filter (CBF) in front of the CCD to protect the CCD from contaminants adsorbed onto the CCD. This CBF is made from 30nm thick aluminum and 200nm thick polyimide, and CBF can also cut off visible light as well as UV light.

We have developed the prototype CCD for SXI coated with OBL and we have measured the energy resolution, dark current, quantum efficiency, and so on by irradiating the soft X-ray at KEK-PF and the X-ray from 55Fe. We have also measured the optical transmission of OBL and confirmed the optical transmission of OBL is an order of 10^-5 which was the same order of our expected value.

We will show the performance of the proto-type CCD for SXI, mainly focusing on QE at soft X-ray range below 2keV, as well as the optical transmission of OBL.
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Frontend Electronics development for the CMS pixel detector upgrade

Wednesday, 5 September 2012 09:00 (20 minutes)

The performance of the LHC accelerator at CERN has been outstanding since its startup in 2010. It seems likely that the delivered instantaneous luminosity exceeds its design value of $10^{34} \text{ cm}^{-2}\text{s}^{-1}$ soon after the recommissioning in 2014. Tracking in such a dense environment is challenging. This is especially true for the main tasks of the pixel detector such as b-tagging. In order to compensate for the expected decrease in performance due to the high number of simultaneous interactions, an upgrade of the pixel detector has been proposed. The innermost barrel layer moves closer to the interaction region and a forth barrel layer and a third endcap disk on each side have been added. In order to cope with this substantial increase of data rates, an improved version of the front end electronics is needed. The new CMS pixel readout chip (ROC) is developed in two steps, based on the present ROC. In a first step, several measures have been taken to lower the inefficiencies inside the ROC and to improve analog performance. The output data format has been changed to a digital scheme to increase data throughput. In a second step, the core of the so called Column Drain architecture needs substantial modifications to cope with the data rates expected in the innermost barrel layer.

We will present the overall concept of the front end electronics development and show results from measurements of the first step prototype chip.
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Developing a CCD camera with high spatial resolution for RIXS in the soft X-ray range

Tuesday, 4 September 2012 09:00 (20 minutes)

The Super Advanced X-ray Emission Spectrometer (SAXES) at the Swiss Light Source contains a high resolution Charge Coupled Device (CCD) based camera used for Resonant Inelastic X-ray Scattering (RIXS) [1]. Using the current CCD based camera system, the energy-dispersive spectrometer has an energy resolution (E/ΔE) of approximately 12000 at 930 eV [2]. A recent study [3] predicted that through an upgrade to the grating and camera system, the energy resolution could be improved by a factor of two. In order to achieve this goal in the spectral domain, the spatial resolution of the CCD must be improved to better than 5 μm from the current 24 μm spatial resolution (FWHM) [2].

The 400 to 1600 eV energy X-rays detected by this spectrometer primarily interact within the field free region of the CCD, producing electron clouds which will diffuse isotropically until they reach the depleted region and buried channel. This diffusion of the charge leads to events which are split across several pixels. Through the analysis of the charge distribution across the pixels, various centroiding techniques can be used to pinpoint the spatial location of the X-ray interaction to the sub-pixel level, greatly improving the spatial resolution achieved.

Using the PolLux soft X-ray microspectroscopy endstation at the Swiss Light Source, a beam of X-rays of energies from 200 to 1200 eV can be focused to a spot size of approximately 20 nm [4]. Scanning this spot across the 16 μm square pixels allows the sub-pixel response to be investigated. Previous work has demonstrated the potential improvement in spatial resolution achievable by centroiding events in a standard CCD [5]. An Electron Multiplying-CCD (EM-CCD) has been used to improve the signal to readout noise ratio achieved. Centre of mass centroiding algorithms have been corrected for their non-linearity using a non-linear η algorithm [6]. Various non-linear correction algorithms have been investigated to optimise performance. The spatial resolution of an EM-CCD is demonstrated to be better than 2 μm (FWHM) in a photon counting mode.

References:
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A study on the dynamic range of integrating SOI chips

Tuesday, 4 September 2012 15:20 (1 hour)

In the SOI process developed by KEK and LAPIS, transistors can be divided into two groups by their nominal power supply, 1.8V and 2.5V respectively. All the past integrating SOI chips use 1.8V transistors in core circuit and 2.5V in IO buffers. To verify the idea of increasing dynamic range of integrating charge, a chip using 2.5V transistors in core circuit was submitted to MPW run in 2011. The test results show that an increase of 50% of dynamic range can be achieved by this way.
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Multi-Channel LuAG-APD Pixel Array with ToT Readout System

Wednesday, 5 September 2012 11:00 (20 minutes)

A 144-channel Pr:LuAG-APD detector is designed and fabricated for medical application. The pixel of the crystal is 2mm x 2mm x 10mm and individually coupled with UV-enhanced 12 x 12 Avalanche Photo Diode array. The APD’s pixels are individually connected with Time over Threshold based ASIC and sent to DAQ FPGA. ToT-ASIC is fabricated with 0.25um TSMC CMOS and the power dissipation is 230mW/board. FPGA is programmed to calibrate individual thresholds and digital multiplexing. The measured timing resolution is 4ns/module and transmission image is successfully acquired.
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Status of PHENIX Silicon Pixel Detector

Monday, 3 September 2012 15:20 (20 minutes)

The PHENIX detector at RHIC has been equipped Silicon Pixel Detector for identifying the bottom and charm particle by measuring secondary vertex point in the $\sqrt{s_{NN}} = 200$GeV Au-Au collisions and $\sqrt{s}=500$GeV polarized collisions, with Silicon stripixel detectors. The detector consists of 50*400 micron pixel sensors, bump bonded readout chips, high density readout flexible print circuit board and carbon composite holders. 25 micron aluminum wires connect among readout chips and print circuit boards. They are encapsulated by the silicone adhesives to protect mechanically and vibration force from Lorentz force in the strong magnetic field. Due to differences in CTE between the pixel stave and the silicone encapsulant, thermal cycling promoted the breaking of wire bonds. The encapsulated silicone and wires were removed from broken ladders, bonding pad were cleaned, and then wires were bonded. Since Silicone has 300 ppm/deg expansion coefficient and other materials have 30 ppm/deg, another Silicone, which has similar expansion coefficient, but is much softer, was chosen. New re-assembled ladders was tested with some heat shock test and survived. We would like to report the status of the PHENIX Silicon Pixel Detector operations as well as the repairing process of the broken wires.
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Applications of a High-contrast X-ray CT to Polymers, Insects, Plants, Foods, etc.

Thursday, 6 September 2012 15:10 (1 hour)

Since polymers mainly consist of the light atomic elements, the transmission of polymers against X-rays is usually too high to be visualized in X-ray microscopy, and hence, it has been considered that the polymers are not suitable for the X-ray computerized tomography (XCT). We calculate the X-ray absorption coefficients of various polymers and find the reasonably good conditions for the XCT observations of polymers: the use of 15 KeV X-rays on average can resolve the polystyrene and poly(methy methacrylate) in 3 μm spatial resolutions. According to this calculation, we build a XCT and experimentally confirmed the visualization of the phase-separation structures of PS/PMMA blends. Thus developed apparatus is applied to many kinds of subjects, such as insects, plants, foods, and so on.
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X-ray characterization of CMOS imaging detector with high resolution for fluoroscopic imaging application

Thursday, 6 September 2012 15:10 (1 hour)

In recent years, CMOS(Complementary metal oxide semiconductor)-based X-ray imagers have been researched and used for high resolution and real time X-ray imaging application. The CMOS image sensor has many advantages such as the higher readout speed, low noise and high system integration compared to amorphous silicon flat panel detector. Besides the lower noise and higher speed, the smaller pixel size can be able to acquire X-ray image with higher spatial resolution. The drawback of CMOS technology is the limited size and less resistive to X-ray irradiation in comparison with a-Si TFT array X-ray imager. However, the small size limitation of CMOS image sensor can be overcome by tiling the detector into larger mosaics.

In this work, The CMOS detector was fabricated using a 0.35um 1poly/4metal standard CIS process. The CMOS detector has 94x24 pixel array of 100um x100um pixel size. The column-parallel readout architecture was used to reduce the operating speed and the random noise. The 14-bit extended counting ADC was used to reduce the area and simultaneously improve the image resolution. The CMOS detector of different frame rates with 30fps (frame per second) in normal mode and 60fps in binning mode was developed for low dose fluoroscopic application.

For measurement of the X-ray imaging characterization, a thallium-doped CsI(CsI:Tl) scintillator film of 200um thickness was directly deposited on the CMOS photodiode array by thermal evaporation method. The Gd2O2S:Tb scintillation screen with different thickness was also used for comparisons of X-ray image performance. The X-ray imaging performance such as the light response to X-ray exposure dose, signal-to-noise-ratio (SNR) and modulation transfer function (MTF), image lag etc. were measured under practical fluoroscopic systems.
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Structural and electrical properties of polycrystalline CdTe films for direct X-ray imaging detectors

Thursday, 6 September 2012 15:10 (1 hour)

In recent years, direct conversion flat-panel X-ray imaging detectors have been researched and used in various medical applications such as chest radiography, mammography and fluoroscopy imaging. In direct detection method, an X-ray photoconductor is used as a conversion material to transform the absorbed X-ray photons to electrical charge, which carries the corresponding signal. In addition to amorphous selenium, the various photoconductor materials such as lead iodide (PbI2), mercury iodide (HgI2), lead oxide (PbO) and cadmium telluride (CdTe) or cadmium zinc telluride (CdZnTe) have reported the significant potential. Among many photoconductors mentioned, CdTe direct-conversion material has been considered as very an attractive candidate for high energy X-ray imaging application.

In this work, polycrystalline CdTe films were fabricated on ITO/glass substrate by both physical vapor deposition (PVD) with slow deposition rate and pressure of 10^{-6} torr and closed space sublimation (CSS) method with high deposition rate and low vacuum pressure(10^{-3} torr). The various polycrystalline CdTe films were grown by different deposition rate, substrate temperature, annealing condition. Physical properties such as microstructures, crystal structure of the polycrystalline samples were investigated by SEM and XRD pattern respectively. The microstructures with columnar shape and more uniform surface were observed in PVD method. On the other hand, the microstructures with many larger grains and less uniform surface were shown in CSS method. The films were polycrystalline structure with preferential (111) direction. The electrical properties such as the dark current as a function of applied bias, X-ray sensitivity and signal-to-noise ratio (SNR) of the fabricated films were measured and investigated under X-ray exposure condition. The obtained experimental results will be presented in detail.
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Radiation hardness and slim edge studies of planar n-in-n ATLAS pixel sensors for HL-LHC upgrades

Friday, 7 September 2012 10:30 (20 minutes)

ATLAS plans two major upgrades of its pixel detector on the path to HL-LHC: First, the insertion of a 4th pixel layer (Insertable B-Layer, IBL) is currently being prepared for 2013. This will enable the ATLAS tracker to cope with an increase of LHC’s peak luminosity to about $3 \times 10^{34} \text{ cm}^{-2} \text{ s}^{-1}$ which requires a radiation hardness of the sensors of up to $5 \times 10^{15} \text{n}_{\text{eq}} \text{ cm}^{-2}$. Towards the end of this decade, a full replacement of the inner tracker is foreseen to cope with luminosities of up to $1 \times 10^{35} \text{ cm}^{-2} \text{ s}^{-1}$ at HL-LHC. Here, the innermost pixel layer will have to withstand a radiation damage of $2 \times 10^{16} \text{n}_{\text{eq}} \text{ cm}^{-2}$.

Because of an inactive safety margin around the active area, the sensor modules of the present ATLAS pixel detector have been shingled on top of each other’s edge which limits the thermal performance and adds complexity. For the IBL and the HL-LHC upgrade of ATLAS, a flat arrangement of the sensors is foreseen. Therefore, it is essential to reduce the inactive edge to a minimum so the required level of detector hermeticity can be achieved.

N-in-n sensor assemblies based on the current ATLAS pixel read-out chip FE-I3 as well as on the new FE-I4 chip have been irradiated to IBL and HL-LHC fluences using thermal neutrons in Ljubljana as well as protons in Karlsruhe and at CERN PS. Magnetic-Czochralski bulk sensors were irradiated with neutrons and protons which models the expected scenario for the medium layers. Space resolved analysis results such as hit efficiencies from data taken in CERN SPS and DESY test beams are going to be shown. Further unirradiated and irradiated pixel sensors with a dedicated design were studied in test beams to investigate the efficiency performance in their edge region.

A promising method to reduce the inactive peripheral sensor region to a minimum is the scribe, cleave and passivate (SCP) technique. First results of such post processed planar n-in-n pixel sensors will be shown.
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Planar pixel detector module development for the HL-LHC ATLAS pixel system

Friday, 7 September 2012 11:10 (20 minutes)

The ATLAS pixel detector for the HL-LHC will require the development of large area pixel modules that can withstand does up to 2x10^16 neq cm^-3. The area of the pixel system will be over 5m^2 and as such low cost, large area modules are required. The development of a quad module based on 4 FE-I4 ROIC will be discussed. The FE-I4 ROIC is a large area chip and the yield of the flip-chip process on single chips and the quads is covered. The readout of the quad module for laboratory tests will be reported. To reduce mass of the system the assembly will be required to be as thin as possible and the insensitive edges of the sensors also need to be reduced to a minimum. The thin edge is achieved by reducing the physical edge of the sensor and by the use of through-silicon vias to move the wire bond pads from the edge of ROIC to its backside. Progresses in these areas are discussed.
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Advances in the Development of Pixel Detector for the SuperB Silicon Vertex Tracker

Monday, 3 September 2012 13:50 (30 minutes)

The latest advances in the design and characterization of several pixel sensors developed to satisfy the very demanding requirements of the innermost layer of the SuperB Silicon Vertex Tracker will be presented in this paper. The SuperB machine is an electron positron collider operating at the Y4S peak to be built in the very near future by the Cabibbo Lab consortium. A pixel detector based on extremely thin, radiation hard devices able to cope with rate in the tens of MHz/cm² range will be the optimal solution for the upgrade of the inner layer of the SuperB tracking system. At present several options with different levels of maturity are being investigated to understand advantages and potential issues of the different technologies: thin hybrid pixels, Deep N-Well CMOS MAPS, INMAPS CMOS MAPS featuring a quadruple well and high resistivity substrates and CMOS MAPS realized with Vertically Integration technology. The newest results from beam test, the outcomes of the radiation damage studies and the laboratory characterization of the latest prototypes will be reported.
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The New PILATUS3 ASIC with Instant Retrigger Capability

Monday, 3 September 2012 17:20 (20 minutes)

A novel photon counting method for non-paralyzable counting and its implementation in the new PILATUS3 ASIC are presented. Pulse pile-up significantly affects the observed count rate at high photon fluxes in single-photon counting x-ray detectors and can lead to complete paralyzation of the counting circuit. In PILATUS single-photon counting hybrid-pixel x-ray detectors, count rate correction is applied in order to compensate for the counting loss at high count rates. However, counter paralyzation limits the maximum usable count rate of the PILATUS2 ASIC to typically $2 \times 10^6$ photons per second and pixel. In order to overcome this limitation, instant retrigger capability is introduced as a new photon counting method that results in non-paralyzable counting and achieves improved high-rate counting performance. The instant retrigger capability re-evaluates the pulse signal after a predetermined dead time interval after each count and potentially retriggers the counting circuit in case of pulse pile-up. The respective dead time interval is adjustable and accounts for the width of a single photon pulse. As a result, the counting becomes non-paralyzable and enhanced count rate correction can be applied in order to achieve improved data quality at high count rates. The new PILATUS3 ASIC features instant retrigger capability with adjustable dead time. The implementation of this new approach and experimental results are presented. The new ASIC additionally features counter overflow handling, improved pixel uniformity, reduced crosstalk, reduced readout time, and compatibility with CdTe sensors. With the new design, higher count rates can be measured and better data quality is achieved up to rates of more than $10^7$ photons per second and pixel.

Summary

Primary author: Dr BROENNIMANN, Christian (Dectris Ltd.)
Co-authors: Dr DONATH, Clemens (Dectris Ltd.); Dr SCHULZE-BRIESE, Clemens (Dectris Ltd.); Dr SCHNEEBELI, Matthias (matthias.schneebeli@dectris.com); Dr TRUEB, Peter (Dectris Ltd.); Mr SCHNYDER, Roger (Dectris Ltd.); Dr LOELIGER, Teddy (Dectris Ltd.)
Presenter: Dr SCHULZE-BRIESE, Clemens (Dectris Ltd.)
Session Classification: Session2
Track Classification: Front end electronics and readout - Readout chip developments
Luminosity monitors, beam monitors and tracking detectors of the experiments at the Large Hadron Collider and their upgrades must be able to operate in radiation environments several orders of magnitude harsher than those of any current detector. We have observed in ATLAS that as the environment becomes harsher, detectors not segmented, either spatially or in time, have difficulty handling the separation of signal from background. Once the charged particle multiplicity reaches the point where all segments of these detectors have a high probability of having a hit in every bunch crossing their sensitivity quickly vanishes. This is already happening in ATLAS to the MBTS luminosity counters that will be removed in the 2011 year-end shutdown and LUCID luminosity counters. Chemical Vapor Deposition (CVD) diamond has a number of properties that make it an attractive alternative for high energy physics detector applications. Its large band-gap (5.5 eV) and large displacement energy (42 eV/atom) make it a material that is inherently radiation tolerant with very low leakage currents and high thermal conductivity. CVD diamond is being investigated by the RD42 Collaboration for use very close to LHC interaction regions, where the most extreme radiation conditions are found. The ATLAS Diamond Beam Monitor project (DBM) is a highly spatially segmented diamond-based luminosity monitor to measure bunch-by-bunch luminosity in ATLAS. The DBM will complement the highly time-segmented ATLAS BCM so that when the other ATLAS luminosity monitors (MTBS and LUCID) have difficulty functioning the ATLAS luminosity measurement which is a key to most precision measurement is not compromised. The DBM will provide three orders of magnitude higher spatial segmentation (relative to the single BCM pads) at the expense of lower (25 ns vs sub-2 ns) time resolution. However these two systems will complement one and each other in our characterization of the beam backgrounds. The BCM will still use its exquisite timing resolution to localize beam background sources up (or down) stream of ATLAS, while the DBM will provide additional spatial information about the source(s) of background. To accomplish these goals, the DBM architecture is four 3-layer telescopes on each side of the interaction point with each layer having the size of one FE-I4 module, namely 20mm x 16.8mm active area. The first and last layers of the telescope are offset so that particles from both the ATLAS interaction point and beam halo background can be tracked. It is foreseen to install the DBM during the long shutdown of LHC in 2013/14 together with the ATLAS Insertable B-Layer (IBL) upgrade of the pixel detector. DBM shares a lot of parts with the IBL project mainly in off detector area. The development of the DBM components are is well advanced and the project enters now the production phase to be ready for integration in 2013. Several DBM modules made of a FE-I4 readout chip bump bonded to a CVD diamond have been built and tested in laboratory and test beams. The results from these prototype detectors and status of other project components like mechanics and readout will be presented.
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Design and manufacturing of a Monolithic Active Pixel Sensor in a CMOS Image Sensor (CIS) 180 nm technology

Thursday, 6 September 2012 09:40 (20 minutes)

The Arachnid collaboration has been set up in the UK to develop CMOS Monolithic Active Pixel Sensors. The first device of this collaboration is named Cherwell. The Cherwell device consists of several arrays of pixel optimised either for vertexing or for calorimetry. For the former, two subarrays were designed. The first one has 96x48 pixels on a 25 um pitch. Each pixel consists of a low-noise 4T pixel, lifted from the previously tested sensor FORTIS. The readout is on a rolling shutter basis with a fine resolution 10-bit, single-slope column parallel ADC. The second array has a similar structure but the column-parallel ADC was folded back into the array, to generate strixels. The use of the INMAPS process allows the PMOS transistors for the ADC to be isolated into deep P-wells islands, thus preserving the 100% fill factor of the pixel. The pixels for calorimetry are arranged into 2 arrays: one of 96x48 pixels on a 25um pitch and the one of 48x24 pixels on a 50 um pitch. Readout is done through column-parallel ADC as the ones used for the tracking array. The pixel architecture is built around the same 4T pixel mentioned above, but has additional devices to provide snapshot and in-pixel correlated double sampling (CDS) capability. At the periphery of the 25um pixel array, additional circuitry is added to provide charge summing of 2x2 pixels during readout. The Cherwell sensor was manufactured on a standard resistivity as well as on high (>1kOhm cm) epitaxial wafers. This latter would allow the charge collection to be helped by an electric drift field. The sensor is currently being characterised with different sources of radiation and experimental results will be presented at the conference.
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Design and characterisation of a Highly Miniaturised Radiation Monitor

Thursday, 6 September 2012 11:00 (20 minutes)

Reliable data on the ionising radiation environment are regarded as very important to ensure an efficient design and operation of spacecraft. Engineering such sensors, and their cost, anyway, still represents a limitation to their widespread adoption. Here we present a Highly Miniaturised Radiation Monitor (HMRF), developed by the Science and Technology Facilities Council and Imperial College London within the framework of a European Space Agency technology development contract. Its aim is to greatly reducing costs and complexity of radiation detectors.

At the core of the current design is a CMOS Image Sensor. Size and mass are considerably reduced thanks to this approach and there is also scope for a reduction in power consumption. This makes the HMRF much easier to integrate on a spacecraft.

The image sensor is based on a 50 by 51 pixel array. The selected pixel is a 4T, to reduce the noise. The array is readout in snapshot mode at a frame-rate of 10,000 fps.

Biasing currents and voltages are generated on-chip to reduce the number of signals required to control the sensor. The sensor is designed to work on a large range of temperatures, from -40°C to +80°C, hence a temperature sensor has been integrated.

The digital output data are obtained with a three bits column parallel ADC with programmable thresholds. An analogue readout has been also designed to characterise and debug the ASIC.

In this following paper we want to present also the results obtained from the measurements on the prototype. Preliminary PTC plots show a gain of 60μV/e- with CDS and a noise of 16e- rms, which include the noise from the external board.

The sensor was manufactured on standard (low) and high resistivity epitaxial substrates, the former being the baseline for the technology and the latter the one which will be used in the instrument. The high-resistivity allows the charge to be collected by drift and not diffusion, thus reducing the overall cross-talk. In both substrates, the epitaxial layer is 12 μm thick.
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Design and Fabrication of Endoscope-Type Compton Camera

Thursday, 6 September 2012 15:10 (1 hour)

We are constructing an endoscope coupled with radiation detector, and its real time radiation imaging system. The imaging system is based on Compton camera composed of a digital signal-processing unit with ASIC and FPGA and reconstruction algorithm using spherical harmonics that can compute in real time. Acquired data are immediately transferred to a host PC and computed by a reconstruction algorithm, and reconstructed image is displayed one after another. In this paper, we show some simulation results on the performance of the system using EGS5, Monte Carlo simulation code. We have also fabricated a prototype Compton camera using two array-type semiconductor detectors, a Si array and a CdTe array, whose sizes are less than 10mm x 10mm.
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Monolithic pixel detectors

Thursday, 6 September 2012 08:30 (30 minutes)

Monolithic detectors integrate sensor and readout in one piece of silicon and therefore present advantages compared with hybrid detectors in terms of detector assembly, production cost and detector capacitance. Despite years of intensive research they have not yet been widely adopted for high energy physics. Several functional devices on high resistivity silicon have been developed but often require fabrication steps incompatible with high volume manufacturing in standard semiconductor foundries. Recently devices have been manufactured in more standard CMOS technologies, with several improvements, but preserving the low capacitance and efficiency over the full surface for more complex readout circuitry has remained a challenge.

An overview will be presented of different approaches to realize monolithic detectors, including developments using monolithic active pixel sensors (MAPS), deep well implants, silicon on insulator (SOI) and high resistivity substrates. Their performance in terms of particle detection and radiation tolerance will be discussed as well as power consumption which is a key parameter. An effort will be made to point out the challenges that need to be overcome for monolithic detectors to be adopted more widely in high energy physics.
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Vertex detectors for the future linear colliders

Monday, 3 September 2012 11:50 (30 minutes)

The Linear Collider’s vertex detectors present a new challenge in terms of requirements for material budget (0.2% X0, 200 um of Si), cooling system (air cooling) and temporal (~10 ns) and spatial resolution (3 um) [1] with regard to LHC and ILC experiments. The hybrid planar pixel sensor technology, due to its robustness, low noise and fast timing properties, is currently studied using TCAD, GEANT4 and experimental measurements to determine its viability as the main building block of CLIC vertex detectors. We present plans for production of ultra-thin hybrid sensor devices and fine pitch fast readout electronics (SmallPix, CLICPix), using Through-Silicon-Via (TSV), to be used for test beam analysis of their characteristics. First results on power pulsing of Timepix type pixel sensors [2] using the Timepix Telescope in CERN SPS test beam campaign will be presented. Comparison and validation of a TCAD driven GEANT4 [3] digitization methods with test beam data to be used in full detector simulation of CLIC vertex detectors is also be discussed.
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The speech on the recent nuclear accident focuses on “what went wrong” and “what lessons are universal”.

As is well recognized in the nuclear safety regime, prevention of radiological impact to human and environment as a consequence of nuclear reactor accident follows the basic philosophy of defense-in-depth consisting of five layers of defense, of which the first three by design, the 4th by prevention and mitigation of beyond design basis (severe accident) conditions, and the 5th by offsite emergency plan.

Breach of defense layers was particularly significant in protection a) against natural disaster (1st layer of defense) as well as b) against severe conditions, specifically in this case, a complete loss of all AC/DC power and isolation from Ultimate Heat Sink (4th layer of defense). Confusion in crisis management by the Government and insufficient implementation of offsite emergency plan revealed issues such as delineation of responsibility in the 5th layer of defense.

Deliberation of lessons learned should not stop at analysis of causal chain of events but also touch upon underlying factors such as cooperate risk management strategy, organizational culture, interface among operator, regulator and society etc., all of which influences key decisions on safety.

This deliberation here is based on a) analysis of what led to breach of layers of defense-in-depth, b) UT (University of Tokyo) study on “why nuclear community failed to prevent this accident”, and c) Accident Investigation Committees’ reports. Details are discussed such as a) preparedness to residual risk by assuming “what if the assumed condition was wrong” under high uncertainties, b) not sufficient continuous safety improvement by learning from global good practices, c) basic assumptions in the most basic level of safety culture hierarchy.

In conclusion, personal view on universal lessons comes to the very basics of the use of technology;

a) Resilience: There is a need to enhance organizational capability to Respond, Monitor, Anticipate, Learn in varying conditions to lead to success. As for design, expected are reduced system interactions, enhanced reliability by “diversity” & “passive” in safety system,

b) Responsibility: Operator is primarily responsible for safety (responsible use), and the Government has to fulfill the responsibility to protect public health and environment.

For both, their capability is supported by competence, knowledge and understanding of the technology.

c) LPHC (Low Probability High Consequence) risk: Consequence matters, rather than voicing low probability. There is a need to avoid, as much as possible regardless its probability of occurrence, the reasonably anticipated environmental impact (spill, land contamination etc.), and

d) Interface with society: Importance of risk communication and communication with safety experts in other disciplines was recognized. Further, post-Fukushima situation indicates “no production without trust from the society”.
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Distribution of radioactive cesium measured by aerial radiation monitoring

Monday, 3 September 2012 09:30 (30 minutes)

We measured the ambient dose-rate and the deposition amount of radioactive cesium by using four helicopters in the whole area of Japan to investigate the influence of the radioactivity that released in the atmosphere due to the disaster of the Fukushima Daiichi NPP (Nuclear Power Plant), Tokyo Electric Power Company (TEPCO), occurred by Tohoku-Pacific Ocean Earthquake and tsunami on March 11, 2011. A massive radioactive materials emitted from the NPP was released in the atmosphere due to the disaster and contaminated soils in the wide area in Japan. Therefore, we have carried out the airborne radiation monitoring (ARM) in the whole area of Japan, and investigated the influence of the radioactive cesium of the deposition to the ground level. It reports on the measurement technique and the result.
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Achievement, Issues, and next steps of CMOS image sensors

Tuesday, 4 September 2012 13:30 (30 minutes)

CMOS image sensors have been widely applied to various fields in this decade by the great improvements of basic performances such as sensitivity, noise and resolution. Recent CMOS image sensors have achieved the pixel pitch of about 1μm, the number of pixels of 40 million or more and the input conversion noise of about 1 electron. CMOS image sensor has come to exceed CCD image sensor greatly in the shipment amount. In this paper, the achievement technologies, current issues and next steps for high sensitivity, low noise, wide dynamic range and high speed in CMOS image sensors are discussed.
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Robust in hardware mapping of hot pixels and hot pixel data reconstruction

Tuesday, 4 September 2012 15:20 (1 hour)

While originally aimed at imaging applications, robust in hardware mapping of hot pixels and hot pixel data reconstruction may also provide a starting point for algorithmic cluster reduction in future detector system. The method addresses issues with radiation defects and mitigation of radiation effects while establishing the hot pixel map or list.
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Currently there are many interesting developments going on in the area of pixel detectors for synchrotrons and XFELs. Many developments done for XFELs also open new measurement capabilities at synchrotrons and overcome limitations of single photon counting detectors. In the presentation I will give an overview of the current developments with a focus on hybrid detector systems.
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Progress of SOI Pixel Process
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Flat x-ray detectors and their applications

The applications of x-ray imaging in the medical field are manifold and range from computer tomography (CT), radiography, angiography to mammography. Depending on the application, the x-ray systems support diagnostic and/or interventional procedures and generate 2D (projection) or 3D (volumetric) data sets. The performance requirements for the different application can vary strongly with respect to pixel size, frame rates, x-ray flux and detector size.

Healthcare trends such as the change of the demographic structure, outcome orientation of procedures or higher efficiency influence the design of new systems and their components such as the x-ray detector. High dose efficiency, support of new applications and cost efficiency reflect these demands.

Today’s predominant x-ray detector technologies are integrating detectors and are based on scintillators, in particular CsI, and photodiodes of amorphous silicon (radiography, angiography) or crystalline silicon (CT) or on the direct converting material selenium (mammography).

Future developments will include the optimization of current technologies but may also bring new technologies such as CMOS and counting pixel devices in order to further increase performance characteristics or allow new applications.
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Development and Deployment Status of X-ray 2D Detector for SACLA
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TBD

Summary

Primary author: HATSUI, Takaki (RIKEN)
Presenter: HATSUI, Takaki (RIKEN)
Session Classification: Session3
Track Classification: X-ray imaging applications - Material Science
History and prospect of the low-noise CMOS sensor

Tuesday, 4 September 2012 11:30 (30 minutes)

This paper reviews the device and circuit technologies for low-noise CMOS image sensors (CISs) and discusses their future prospect. The first innovation in the low-noise CISs has been done by the CMOS active pixel sensor (APS) using an amplifier and a pinned photodiode in each pixel. The in-pixel amplifier eliminates a large stray capacitance in the signal detection and increases the charge-to-voltage conversion gain. The pinned photodiode and the technique of in-pixel charge transfer allow us to greatly reduce dark current noise and cancel kTC noise. In global shutter CISs, the two-stage charge transfer using pinned diodes has solved their noise problems. In the past 10 years, efforts are devoted to the reduction of noises due to the in-pixel transistor and peripheral readout circuits. The introduction of low-noise transistors as the in-pixel amplifier and high-gain noise reduction techniques used in the column readout circuits has effectively reduced the thermal, 1/f and RTS (random telegraph signal) noises of transistors and a sub-electron noise level has been attained. This paper also discusses the possibility of true photon counting by further reduction of readout noise and very high charge-to-voltage conversion gain.
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Scribe-Cleave-Passivate (SCP) Slim Edge Technology for Silicon Sensors

Tuesday, 4 September 2012 15:20 (1 hour)

We are pursuing scribe-cleave-passivate (SCP) technology of making “slim edge” sensors. Such sensors have only a minimal amount of inactive peripheral region, which benefits construction of large-area tracker and imaging systems. Key application steps of this method are surface scribing, cleaving, and passivation of the resulting sidewall. We are working on developing both the technology and physical understanding of the processed devices performance. Our recent advances include: a) further investigation of scribing technologies, b) new methods of sidewall passivation, c) investigation of automated processing machines for scribing and cleaving, d) investigation of the charge collection near the edge, e) radiation hardness of the processed devices. We will also report on the status of devices processed at the request of the RD50 collaborators.

Summary

Primary author:  FADEYEV, Vitaliy (University of California,Santa Cruz (US))
Co-authors:  PHILIPS, Bernard F. (U.S. Naval Research Laboratory); SADROZINSKI, Hartmut (SCIPP, UC santa Cruz); CHRISTOPHERSEN, Marc (US Naval Research Laboratory); ELI, Scott (SCIPP, Univ. of California, Santa Cruz)
Presenter:  FADEYEV, Vitaliy (University of California,Santa Cruz (US))
Session Classification:  Poster session
Track Classification:  Pixel technologies - Hybrid pixels
Construction of SPring-8 Experimental Data Repository
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SPring-8 experimental Data Repository system (SP8DR) has been developed to support the handling of the experimental data. High brilliant x-ray at the SPring-8 produces large quantities of data with a high data rate in a short time. It is difficult to manage experimental data conjunction with the experimental conditions without data management system. SP8DR manages a lot of experimental conditions as meta-data of experimental data for various x-ray experimental fields with same manner. SP8DR was built on the open source digital repository system, DSpace. In this presentation, we show an overview of the SP8DR and present status. An application to high-bandwidth data acquisition system for 2-dimentional detector is also discussed.
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Sazae-do, Tsukuga-jo Castle, Restaurant “Takino”. This event is supported by Dectris.
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