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Gridpack Production

Synced MG4GPU repo just after the last meeting (Aug 13th) - Regenerated numbers! 
Most slots in LXPLUS are in use🥲  - moved to the server in SNU for FORTRAN/CPP test
Timing based on "nb_core" - i.e. no. of submitted madevents

Synced nb_core with request_cpus in condor submission scripts
100% CPU usage for FORTRAN/CPP observed (based on htop)

Event generation

Tested in LXPLUS - requesting single core exclusively
Tested with no. of evts - 5K / 10K / 20K / 50K / 100K / 200K
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Drell-yan (low multiplicity)

FORTRAN CPP CUDA

DY+0j 7m 15s 6m 29s 5m 21s

DY+1j 10m 13s 9m 59s 11m 39s

DY+2j 72m 10s 69m 49s 51m 14s

DY+012j 75m 48s 84m 42s 59m 36s

First inclusive results - DY+2j dominates in gridpack production

Compatible timing for FORTRAN ~ CPP (AVX2) - might expect more improvements in AVX512?

nb_core = 16 nb_core = 16 nb_core = 16



JIN CHOI

GRIDPACK PRODUCTION

4

Drell-yan (low multiplicity)

FORTRAN CPP CUDA

DY+0j 7m 15s 6m 29s 5m 21s

DY+1j 10m 13s 9m 59s 11m 39s

DY+2j 72m 10s 69m 49s 51m 14s

DY+012j 75m 48s 84m 42s 59m 36s

First inclusive results - DY+2j dominates in gridpack production

Compatible timing for FORTRAN ~ CPP (AVX2) - might expect more improvements in AVX512?

Previously it took longer...
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Drell-yan (low multiplicity)

FORTRAN CPP CUDA

DY+0j 7m 15s 6m 29s 5m 21s

DY+1j 10m 13s 9m 59s 11m 39s

DY+2j 72m 10s 69m 49s 51m 14s

DY+012j 75m 48s 84m 42s 59m 36s

First inclusive results - DY+2j dominates in gridpack production

Compatible timing for FORTRAN ~ CPP (AVX2) - might expect more improvements in AVX512?

Possible to find slots with AVX512 supports in LXPLUS condor - but hardly matchable:(

Most cores are in use
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Drell-yan (high multiplicity)

FORTRAN CPP CUDA

DY+3j 22h 39m 9h 4m 4h 18m

DY+4j > 114h...(3% done) > 103h...(6% done) 3d 22h

DY+01234j > 113h...(2% done) >89h...(5.5% done) Not submitted yet

Clearly(!) see the improvements in DY+3j, x2.5 for CPP and x8 for CUDA
Question arises - What happens if I increase nb_core in CUDA? (Faster Production?)

Most cores are in use

nb_core = 32 nb_core = 32 nb_core = 16

Possible to submit nb_core > total_threads (16), since threads are not fully used in CUDA case 
Memory exceeds in GPU side (2~3 GB for single madevent, 40 GB in A100)

Possible to set-up in low-multiplicity cases (lower memory usage for single madevent)

Better GPU? Multiple GPUs? - Reachable in LXPLUS
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Are these machines reachable? - Yes!
Example submit.jds
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48 Intel cores + 1 H100 GPU

192 Intel cores + 4 H100 GPU

Can't find anyone using it😛
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TTbar

FORTRAN CPP CUDA CUDA - H100

TT+0j 5m 47s 7m 15s 4m 41s -

TT+1j 11m 8s 10m 43s 7m 7s -

TT+2j 74m 52s 38m 25s 21m 47s -

TT+3j > 119h...(19%) > 19h (6%) 8h 11m 4h 53m

TT+0123j > 118h...(20%) 31h 6m 8h 24m 4h 52s

nb_core = 16 nb_core = 16 nb_core = 16 nb_core = 12

nb_core = 6

Improvements observed throughout the whole processes - x2 for CPP / x3.5 for CUDA for TT+2j 
Expecting huge improvements in TT+3j/0123j!
Only 6 madevents possible to be submitted for TT+3j/0123j - gg ttxggg takes ~ 6GB GPU memory→
Additional test with 12 madevents using H100 (~ 96 GB)
Super-fast gridpack production viable if multi-gpu supports available! (H100 x 4 ~ 384 GB)
Madevents in TT+3j possesses 2~6 GB for GPU memory  could it be allocated dynamically? 
e.g. Check the remaining memory in GPU and submit the madevent...

→
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Summary
Improvements from the latest numbers - now also viable in CPP
Some processes (e.g. gg_ttxggg) takes huge amount of GPU memory

Parallelization level (nb_core) resticted by (LargestMadeventMemory / TotalMemory)
Room for improvement in inclusive processes - low multiplicity processes consume low memory, 
even though high multiplicity processes are time - consuming
We don't have SUPER MEMORY SINGLE GPU possible to submit O(100) jobs... 
Viable for Super fast Gridpack Production if Multi-GPU setup supported!

Experience with single H100 - x2 memory, ~x2 madevent jobs, ~/2 timing
DY4j / TT3j too slow in FORTRAN/CPP set-up, many HPCs are in use:< - hard to produce numbers
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Test Environment
Using single core(requesting 1 CPUs) in lxplus condor 
Test timing for 5k, 10k, 20k, 50k, 100k, 200k event generation
Each process x nevt configuration tested 8 times - take avg & stddev

These numbers used for results

Done for DY+0j/1j, TT+0j/1j/2j, Partially done for DY+2j, DY+012j 
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Drell-Yan 

DY+0j DY+1j DY+2j

CUDA done for 5k, 10k, 20k only
Clearly see x2-3 improvement in CUDA! No improvement viable for AVX2 Vectorization
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TTbar

TT+0j TT+1j TT+2j

x4 improvement in CUDA. SOME improvement viable for AVX2 vectorization... but not large.
Improve increases with final state multiplicity...Will be checked with TT+3j
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Partial results with inclusive sample

Large fluctuation & Not linearly scalable?

Consumes more time than exclusive samples
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Summary

Clear improvement (x2-4, depending on the process) shown in CUDA! 
Not large (or no) improvement for AVX2 supports.... 

AVX512 Supports? Again, lack of machines.
DY+012j inclusive sample takes more time than DY+0j/1j/2j 
- Comparison flamegraphs for DY+2j / DY+012j would help

Further test with higher multiplicities are on-going


