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Planning for the next iteration

Final Goal for CMS - to make sure no physics difference 
- In the current validation iteration, with LO, testing DY / W / TT, both inclusive and jet-binned

No severe cross-section / kinematic distribution difference between v29x and v35x for LO!

Comparison between v35x and v360 would be a good starting point

Before starting the physics validation, trying to make sure every tools working okay

Today's focus
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Patching cudacpp_for3.6.0_v1.00.00 to genproduction

[Temporary Document] for instructions
use_syst = True -> not working, using [0077-fix_systematics_for_simd.patch] to resolve

Could it be fixed natively?

https://almondine-capricorn-9ef.notion.site/CMS-MG4GPU-Integration-1238cb8dacab80a3a139d976416c3b19
https://github.com/choij1589/genproductions/blob/cudacpp_for3.6.0_v1.00.00/bin/MadGraph5_aMCatNLO/patches/0077-fix_systemetics_for_simd.patch
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Time command
In NERSC, showing more sophisticated output than other machines, e.g. 
152.93user : CPU in user mode 
21.83system : CPU utilized by system kernel 
5:55.56elapsed : Total time 
49%CPU : CPU Utilization percentage 
(0avgtext+0avgdata 2576940maxresident)k : Memory usage 
100018inputs+2156200outputs : I/O statistics 
(1538major+1027411minor)pagefaults 
0swaps

Possible to profile with "sudo" privilege🥲  - docker images provided, but base OS is Gentoo
AdaptivePerf [github]

Trying to figure out if it is possible to install it in el8 / el9 based docker image and profile

Migrating experiments to NERSC

Nodes configured with [64x4 AMD CPUs] or [64x2 AMD CPUs + 4 A100 GPUs]
Using SLURM Batch system - easy to get high-performance isolated also interactive nodes

Base OS is OpenSUSE - Need to use docker image to run CMSSW
More sophisticated "time" output!

https://github.com/AdaptivePerf/AdaptivePerf
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MG 356 vs. MG360, madevent plugin
Simple test with W+jets [datacards]

More efficiently using CPUs, some templates changed to improve CPU efficiency (e.g. parallelized 
restore_data), any other parts?
Not really need to compare speed between MG360 and previous MG’s  
(might relevant with MG2.9.18? - reported twice longer time for produce gridpacks in MG3xx)

https://github.com/choij1589/genproductions/tree/cudacpp_for3.6.0_v1.00.00/bin/MadGraph5_aMCatNLO/cards/examples/wplustest_5f_LO
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madevent vs. madevent_simd w/ fortran backend
DY+012j / DY+3j
Different no. of subprocess directories: 

DY+012j DY+3j

madevent 14 10
madevent_simd 76 84

...
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madevent vs. madevent_simd w/ fortran backend
DY+012j: 14 vs. 76
Working environment: NERSC 128 CPUs + 4 A100 GPUs, nb_core = 16 for gridpack
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madevent vs. madevent_simd w/ fortran backend
DY+3j: 10 vs. 84
Working environment: NERSC 128 CPUs + 4 A100 GPUs, nb_core = 40 for gridpack
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Madspin integration test
gridpack production was fine for fortran backend

Still facing FPE exceptions in CPPAVX2 and CUDA - need to be fixed before we moved on

SIGABRT error in CUDA

CPPAVX2 / CUDA test


