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Differential equations, II

• Let’s recall our guiding principle:

      The differential of a pure 
       integral is a total derivative,

& let’s warm up with 1D integrals!

• Recall the simplest rational integral:
∫

dx(a− b)
(x− a)(x− b)

=
∫

(d log
x− a

x− b
)
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• Let’s raise the stakes a bit.  Consider:

• F is a pure transcendental function, ui are 
parameters

• We will now compute the symbol of Ia,b;F 
from the symbol of F

• Recall that

Ia,b;F =
∫ ∞

0
(d log

x− a

x− b
)F (x, ui)

(See Claude Duhr’s lectures)

S[f ] = a1 ⊗ . . .⊗ an ↔ S[df ] = (a1 ⊗ . . .⊗ an!1)d log an
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• A good strategy is to shove the data about 
the rational part of the integrand, into the 
boundary:

• Then

and the differential is simple to take:

x→ y,

y =
x− a

x− b
, x =

a− by

1− y

dIa,b;F = −(d log
a

b
)F (x = 0, ui) +

∫ 1

a/b
(dy log y)d{a,b,ui}F (x(y, a, b), ui)

Ia,b;F =
∫ 1

a/b
(dy log y)F (x(y, a, b), ui)

Tuesday, October 11, 2011



• By assumption dF(x,ui) is a sum of terms

where Gi, G0 are pure transcendental 
functions

• It is not hard to compute each case, and re-
express everything in terms of the original 
integral

Gj(x, ui)d log(x− xj(ui)), G0(x, ui)d log f(ui)

Ia,b;F =
∫ ∞

0
(d log

x− a

x− b
)F (x, ui)
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• We thus find 3 terms in dIa,b;F :

 1. 

 2.  For each zero (x-xj) in the last entry of F,

 3.  For each x-independent factor f in the last 
entry of F,

−F (x=0, ui)d log
a

b

+(d log(a− xj))
∫ ∞

0
(d log

x− a

x− xj
)Gj(x, ui)

−(d log(b− xj))
∫ ∞

0
(d log

x− b

x− xj
)Gj(x, ui)

+(d log f)
∫ ∞

0
(d log

x− a

x− b
)G0(x, ui)
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• Application: from supersymmetry applied 
on Wilson loops in N=4,

YX

1

2 i!1

i

Figure 1. The diagram giving the coefficient function C2,i at 1-loop.

The dependence on ∗ cancels, thanks to Eq. (3.10). We have thus obtained a simple result
for the total differential:

dRn|χ̄,χ=0 =
∑

i,j

Ci,jd log〈i−1ii+1j〉. (3.15)

This is the main result of the present subsection. The left-hand side is the total differential of
the bosonic remainder function we are interested in. The coefficients Ci,j are defined by the
expansion (3.9). As explained in the previous subsection, they may be computed by turning
on fermions on specific edges of the Wilson loop.

Let us compute the Ci,j ’s, say C2,i, at one-loop. We have a ψ inserted along edge 2 and
a ψ̃ inserted along edge i (see Figure 1), joined by a propagator:

C2,i =
∫ ∞

0
dτXdτY

〈2̄i〉〈̄i2〉
〈XY 〉2 = log u2,i−1,i,1 (3.16)

where X = (Z1 − τXZ3) ∧ Z2 and Y = (Zi−1 − τY Zi+1) ∧ Zi; cross-ratios are defined as

ui,j,k,l ≡
〈XiXj〉〈XkXl〉
〈XiXk〉〈XjXl〉

. (3.17)

We note three facts. First, the sum rule Eq. (3.10) is almost obeyed, the sum over i being
telescopic. However there are some uncanceled boundary terms. Second, C2,4 and C2,n are
ill-defined, plagued with infrared divergences. Clearly those two issues are related. Third,
leaving aside these boundary term issues, the general term in Eq. (3.15) is easily verified to
perfectly match with the derivative of the 1-loop MHV amplitude [37].

The slight mismatch here with boundary terms was to be fully expected: the exact Ward
identities in our conjecture are only meant to apply to the remainder or ratio function. When
dealing with infrared divergent quantities, they should be modified appropriately, most likely
in a simple and local way similar to the bosonic case [41]. We note that there exists a canonical
infrared regulator of the theory, the Coulomb branch, in which the bosonic anomalies are
removed by an appropriate action on the moduli space parameters [42]. It would be tantalizing
to interpret the χ̄ variables as some sort of supersymmetrization of that regulator. For the
moment, we concentrate on the remainder function, which is infrared finite and for which our
conjecture applies.

– 13 –

Ci,j = 〈 〉

Empirical observation: Ci,j is a pure transcendental 
function (here, for R at two-loops, of degree 3), 
given as a 1-fold integral over dilogs

(SCH,1105.5606)

i j

(see Henn’s talk)
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A Symbol of Ci,j

The differential of the n-point function is expressed as

dRn =
∑

i,j

Ci,jd log〈i−1ii+1j〉 (A.1)

where C2,i is the sum of the four contributions

C(1)
2,i = log u2,i−1,i,1 ×

i−1∑

j=2

n+1∑

k=i

[
Li2(1− uj,k,k−1,j+1) + log

x2
j,k

x2
j+1,k

log
x2

j,k

x2
j,k−1

]
,

C(2)
2,i =

i−2∑

j=4

∆(1, 2; j−1, j; i−1, i),

C(3)
2,i =

n∑

j=i+2

∆(2, 1; j, j−1; i, i−1),

C(4)
2,i = −2Li3(1−

1
u

)− Li2(1−
1
u

) log u− 1
6

log3 u +
π2

6
log u, (A.2)

and other Ci,j are obtained by cyclic symmetry. In the first line, xj+1 ≡ x2 when j = i−1,
and xk−1 ≡ x1 when k = i, and in the last line, u = u2,i−1,i,1. The symbol of ∆ is

S∆(1, 2; j−1, j; i−1, i)

=
(

S[I5(i; 1, 2; j−1, j)]⊗ 〈ii+1(2̄) ∩ (j̄)〉〈23ij〉
〈j−1jj+1i〉〈123j〉〈23ii+1〉 − ((ii+1) → (i−1i))

)

+





1
2S[Li2(1− uj,2,1,i−1)− Li2(1− uj,2,1,i)]⊗

(
〈123i〉〈j−1jj+12〉〈23ij〉

〈123j〉〈j−1jj+1i〉〈23ii+1〉

)2 〈jj+1(2̄)∩(̄i)〉〈ii+1jj+1〉
〈2ijj+1〉〈13(2i−1i)∩(2jj+1)〉

+1
2S[Li2(1− uj,i−1,i,2)− Li2(1− uj,i−1,i,1)]⊗

(
〈12i−1i〉〈23ij〉

〈123i〉〈i−1ii+1j〉〈23i−1i〉

)2 〈jj+1(2̄)∩(̄i)〉〈i−1i+1(i23)∩(ijj+1)〉
〈2ijj+1〉〈12jj+1〉

+1
2S[Li2(1− u2,i−1,i,1)]⊗ 〈jj+1(2̄)∩(̄i)〉〈i−1i+1(i23)∩(ijj+1)〉

〈2ijj+1〉〈13(2i−1i)∩(2jj+1)〉

+1
2S[log uj,i−1,i,2 log uj,2,1,i−1]⊗

(
〈23ij〉
〈123j〉

)2 〈jj+1(2̄)∩(̄i)〉〈13(2i−1i)∩(2jj+1)〉
〈2ijj+1〉〈23i−1i〉〈i−1i+1(i23)∩(ijj+1)〉

−((jj+1) → (j−1j))





+ S[I5(1; i−1, i; j−1, j)]⊗ 〈12ij〉〈23i−1i〉
〈12i−1i〉〈23ij〉

+ S[log ui,j−1,j,1 log u2,i−1,i,1]⊗
〈j−1j+1(j12) ∩ (jii+1)〉〈123i〉〈23i−1i〉
〈123j〉〈j−1jj+1i〉〈12i−1i〉〈23ii+1〉 . (A.3)

The factors of 1
2 cancel telescopically in the sum over j, and there are no 1

2 in front of anything
in the full symbol of the amplitude (e.g., inside the big parenthesis, only the squared factors
do not telescope away). The symbol could be written more succintly by exploiting these
telescopic cancellations; this particular presentation makes the individual term ∆ integrable
and parity covariant. I5 is the “pentagon integral”

I5(X; 1, 2; i−1, i) = Li2(1− uX,1,2,i)− Li2(1− uX,1,2,i−1) + Li2(1− u2,i−1,i,1)

+Li2(1− uX,i,i−1,1)− Li2(1− uX,i,i−1,2) + log uX,1,2,i log uX,i,i−1,1. (A.4)

– 27 –

Using essentially the technique just described, I obtained:
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• Actually, the technique I did the 1D integral 
then was based on monodromies

• Recall that symbols represent iterated integrals

x

x0

taking d/dx removes 
rightmost entry x1

xn−1

taking discontinuities
removes leftmost entry

(for the leading transcendentality
dependence on x)

xn

∫ x

d log an(xn)
∫ xn

d log an(xn−1 . . .

∫ x2

x0

d log a1(x1)
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• Monodromy technique

It is a nontrivial consistency check that the right-hand side depends only on the required
cross-ratio; if that were not the case, the proposal would be wrong.

In the hexagon case, Eq. (4.9) evaluates to

C(1)
2,5 = log u×

(
Li2(1− u3,5,6,2) + Li2(1− u4,6,1,3) + log u3,5,6,2 log u4,6,1,3 −

π2

6

)
. (4.23)

Representing log u as
∫ 2
1 dX log 〈X45〉

〈X56〉 , this can be added directly to the integral representation
(4.21) of C(2) and C(3). We find:

C(4)
2,5 (u) =

∫ 2

1





dX log 〈X45〉
〈X34〉 (Li2(1− uX,5,4,2) + Li2(1− uX,6,5,2)− Li2(1− uX,6,4,2))

+dX log 〈X56〉
〈X45〉 (log uX,5,6,2 log uX,3,4,1)

+dX log 〈X61〉
〈X56〉 (Li2(1− uX,4,5,1) + Li2(1− uX,3,4,1)− Li2(1− uX,3,5,1))



.(4.24)

The three lines are actually all equal in magnitude, but alternating in sign — this can be
proved by integrating by part in the first or third line. So the total is minus the second line.
It can be expressed in terms of the required cross-ratio by a simple rescaling of τX :

C(4)
2,5 (u) =

∫ τ=∞

τ=0
d

(
log

τ + u

τ + 1

)
log(1 + τ) log(1 +

u

τ
)

= −2Li3(1−
1
u

)− Li2(1−
1
u

) log u− 1
6

log3 u +
π2

6
log u. (4.25)

The same expression (which is valid for u > 0), with the appropriate cross-ratio, gives all
C(4)

i,j .

4.5 Method for computing the symbol

We still have to integrate Eq. (4.21). The first step is to compute its symbol. It is actually
possible to do so without performing any integration. We are not aware of any standard
algorithm for doing so, but we will describe the method we have employed. The method is
based on computing discontinuities across branch cuts, and comparing with the discontinuities
of the iterated integral (2.21). The leading transcendentality branch cuts of the latter end
at the zeros and poles of the leftmost entry of the symbol. These discontuinuities themselves
have branch points, which are at the zeros and poles of the second entry of the symbol. Thus,
by computing discontinuities of discontinuities and so on, one can read off the symbol.

We hope to elaborate elsewhere about the algorithm we have used to compute the discon-
tinuities. Let us just try outline the method for a one-dimensional integral such as Eq. (4.21).
Basically, there are exactly three phenomena to keep track of:

• A pole of the integrand makes a loop around an integration endpoint.

• A branch cut endpoint of the integrand makes a loop around an integration endpoint.

• The value of the integrand at an endpoint undergoes monodromy.

– 21 –
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pole

pole

derivatives

The two methods are literally the same!!!
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• Two ways to compute symbols: differential 
equations and monodromies

• Poincaré duality:

where T reverses the entries of the symbol!

• This can be generalized to higher-
dimensional integrals, such as appears in 
two-loop computations! (Arkani-Hamed & SCH, to appear)

S

∫ ∞

0
(d log

x− a

x− b
)F (x, ui) = ST

∫ b

a
(d log x)FT (x, ui),
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• Poincaré duality in spacetime

Monodromy viewpoint:

= (x1 − x2)2⊗

+(x1 − x3)2⊗ + 4 terms

“Cutkowski, 1960”

1

2

3

4

S
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X1· d

dX4
I4m
4 =

∫

X
K· d

dX

X·V
√

Det G

X·X2X·X3X·X4X·K

Integral localizes to the real S2 where X.K vanishes!

1

2

3

4

S =
(∫

X
δ(X·K)δ(X·K̃)[. . .]

)
⊗ (1− α+)

• Poincaré duality in spacetime

Differential equation viewpoint:

+ ...

Formally very similar to a unitarity cut!
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• It seems that a new operation on loops, “dual” 
to unitarity cuts, computes derivatives

• Works cleanly on pure integrals 

• I have no doubt that this operation will be 
defined at all loop orders.
Though I have no clue what its physical 
meaning is yet

Tuesday, October 11, 2011



• The scattering amplitude world is ripe with 
important and interesting computations, waiting 
to be done

• New, “motivic” (?) ideas may be trying to tell us 
something new about quantum field theory

Conclusions
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