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Reality is more complicated...

[deal Supervised learning situation
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Reality is more complicated...

Most-likely practical science situation

Target sample
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Training
sample




Example science case:

Type Ia supernova cosmology

Standard candles used to measure cosmological distances
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http.//supernovae.in2p3.fr/sdss_snls_jla/ReadMe.html

https://supernova.eso.org/exhibition/images/1111_E_549779main_pia14095 full/


http://supernovae.in2p3.fr/sdss_snls_jla/ReadMe.html
https://supernova.eso.org/exhibition/images/1111_E_549779main_pia14095_full/

In astro, training means spectra C Q
1IN

Real astro-learning situation

Samples: Il train (spec) I target (photo)
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From COIN Residence Program #4, Ishida et al, 2019, MNRAS, 483 (1), 2-18 8



Very common situation

amazon

35 / AMAZ ON’S REVENUE ARE GENERATED
COMMENDATION ENGINE.

Given limited NETFLIN
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resources, we need —
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Strategy

Active Learning

Optimal classification, minimum training

Learn Machine Learning

a model /" - Model \

Unlabeled Pool

Labeled Pool -

Annotator

(Human or Machine)
Select

queries

Plot modified from Chowdhury et al.. 2021, SPIE Medical Imaging 10



https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11603/2579537/Active-deep-learning-reduces-annotation-burden-in-automatic-cell-segmentation/10.1117/12.2579537.short?SSO=1&tab=ArticleLinkFigureTable
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Static results
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[f only it were that simple ...

Window of Opportunity for Labelling
Evolving Samples
o  We must make query decisions before we
can observe the full LC

Multiple Instruments for labelling
Evolving budget
o Other people want to use the telescope

Evolving Costs
o  Observing costs for a given object
changes as it evolves.

Flux
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Kennamer, Ishida et al., 2020 - arXiv:astro-ph/2010.05941 - The RESSPECT team: LSST-DESC and COIN,

IEEE Symposium on Computational Intelligence for Astroinformatics, 2020, Canberra, Australia 12


https://arxiv.org/abs/2010.05941

[f only it were that simple ...

List of the complications
that prevent you from
getting labels in your

science case

Your references ...
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Illustrative plot of your
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/
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Take home message: Supervised Learning

Start from scratch, do not overcomplicate

RS = = BatchEntropy ==  BatchKL === USE

Initial training = 1103 Initial training = 10

0.3 1

0.2 1

FoM

0.1 1

20 60 100 140 180 20 60 100 140 180
Days since survey started (epochs)

Kennamer, Ishida et al., 2020 - arXiv:astro-ph/2010.05941 - The RESSPECT team: LSST-DESC and COIN,
IEEE Symposium on Computational Intelligence for Astroinformatics, 2020, Canberra, Australia
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https://arxiv.org/abs/2010.05941

The difficult part is data treatment/gathering

e The power of machine learning is in its connection with
domain knowledge

e There are caveats in using machine learning and we should
avoid off-the-shelf and black bloxes applications

e ML for science must be personalized



The beauty of an observational science

“... telescopes that merely achieve their stated science
goals have probably failed to capture the most important
scientific discoveries available to them.”

Norris, R. (2017). Discovering the Unexpected in Astronomical Survey Data. Publications of the Astronomical Society of
Australia, 34, E007. doi:10.1017/pasa.2016.63

16



Statistically,
Anomaly Detection
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“An anomal\/ is an observation which deviates so0 much from the other observations as to arouse
suspicions that it was generateé by 3 ditferent mechanism”



Anomaly Detection

“An anomaly is an observation which deviates so much from the other observations
as to arouse suspicions that it was generated by a different mechanism”
Hawkins, 1980
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https://arxiv.org/pdf/1303.0309.pdf

Example of an automatic search for anomalies,

Isolation tree

Qutlier

Normal uncommon
samples

Normal common
samples

Plot from https://donghwa-kim.github.io/iforest.html
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https://donghwa-kim.github.io/iforest.html

Example of an automatic search for anomalies,

Isolation forest

Scores
Qutlier
Normal uncommon |
samples 0.5°
[
Normal common
samples
\

Plot from https://donghwa-kim.github.io/iforest.html

IForest

ITree
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https://donghwa-kim.github.io/iforest.html

$ SUAD

Zwicky Transient Facility DR3

e Survey currently in operation,
telescope in California

e 3 fields from Dara Release 3 (DR3)

After selection cuts and feature
extraction, 2.25 million objects

o) ANOMALY
CANDIDATE

@ svap

Malanchev et al., 2021 - MNRAS - https.//arxiv.org/abs/2012.01419 Figure by Maria Pruzhinskaya



https://arxiv.org/abs/2012.01419

Example: nominal objects

Zwicky Transient Facility DR3
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expected to contain stars

and periodic variables
(no transients)

Visualization generated with the SNAD ZTF viewer: https://ztf.snad.space/
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https://ztf.snad.space/

Experiment

Zwicky Transient Facility DR3

e Feature extraction
e Anomaly detection algorithms:

O
O
O
O

Isolation Forest

Local Outlier Factor

Gaussian Mixture Model
One-Class Support Vector Machine

e Initial data: 2.25 million objects
e Expert analysis: 277 objects

SNIa, = ~0.09

MID Zr zi+1.5

Malanchev et al., 2021 - MNRAS - https.//arxiv.org/abs/2012.01419
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https://arxiv.org/abs/2012.01419

@ SMAD

Zwicky Transient Facility DR3

Experiment
e Feature extraction
e Anomaly detection algorithms:
o Isolation Forest
o  Local Outlier Factor
o  Gaussian Mixture Model
O  One-Class Support Vector Machine
e Initial data: 2.25 million objects
e Expert analysis: 277 objects
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https://arxiv.org/abs/2012.01419

It is about Discovery

“An anomaly is an observation which deviates so much from the other observations as to arouse suspicions that it was generated by
a different mechanism”

Stages of discovery in astronomy: Which mechanism?

Is it something we are familiar with but fail

e Detection to proper model or recognise?

e Interpretation Is it something we have never seen before?
e Understanding

e Acceptance Is there something new for us to learn?

In order to identify the unusual we need to have a clear ideal of what is usual ...

.. and that is a social construct. It changes and adapts with time!

Discovery and Classification in Astronomy - by Steven Dick - Cambridge University Press (2013) 25



Human-oriented search

Active Anomaly Detection

Anomaly Detection Algorithm

L] .‘:“. .'.7 ® ®
> N ®
Object with highest
Data anomaly score
. Yes/No ar
1 - e |

Annotator

Start Here (Human or Machine) ,
%./ : Show to the expert:

Ie thic an anama/y.?

Plot modified from Chowdhury et al.. 2021. SPIE Medical Imaging
Algorithm from Das, S., et al., 2017, in Workshop on Interactive Data Exploration and Analytics (IDEA’17), KDD workshop, arXiv:cs.LG/1708.09441
Try the SNAD implementation: https.//coniferest.readthedocs.io/en/latest/tutorial.html



https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11603/2579537/Active-deep-learning-reduces-annotation-burden-in-automatic-cell-segmentation/10.1117/12.2579537.short?SSO=1&tab=ArticleLinkFigureTable
https://arxiv.org/abs/1708.09441
https://coniferest.readthedocs.io/en/latest/tutorial.html
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Ishida et al., 2021, Astronomy & Astrophysics, Volume 650, id.A195, 9 pp, arXiv:astro-ph/1909.13260


https://arxiv.org/abs/1909.13260
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AAD on real data: ZTF data releases

75° le6
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— 0.901
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— 0.452

— 0.302
Galactic plane

=3 found SN 0.153
A Galactic center

® Andromeda 0.003

Pruzhinskaya et al., 2023, A&A, 672, id.A111, arXiv:astro-ph/2208.09053

s123lqo Jo JaquinN

e March - December/2018

e 70 fields

e 30 objects/field

e Total 2100 objects inspected
Found:

e 100 SN-like objects
o 46 already catalogued
o 54 newly discovered

e The SNAD catalog:
https://snad.space/catalog/

28


https://snad.space/catalog/
https://arxiv.org/abs/2208.09053

AAD on real data: ZTF DR3 $ SUAD

“There are no new supernova-like objects in ZTF DR”

Basically everyone to whom we mentioned we were looking for them.
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Catalog of lost transients: https://snad.space/catalog/ Pruzhinskaya et al,, 2023, A&A - arXiv:astro-ph/2208.09053
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Lost treasures $ SUAD

Interesting SLSN candidates
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https://arxiv.org/abs/2208.09053

Explore the boundaries of your knowledge

e In the era of Big Data, serendipitous discoveries will not happen

e Domain experts must be included in the development of new techniques
from the first stages. They should supervise the first prototypes.

31



Explore the boundaries of your knowledge

In the era of Rubin, serendipitous discoveries will not happen

Domain experts must be included in the development of new techniques
from the first stages. They should supervise the first prototypes.

Scientific discovery is an intrinsically human endeavor within a social
construct. Advances in the era of Big Data means filtering meaningful
small data which people can analyze.

[t is crucial to know what you are looking for

32
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A digression ...

Deductive and Plausible Reasoning

Suppose some dark night a policeman walks
down a street, apparently deserted. Suddenly
he hears a burglar alarm, looks across the
street, and sees a jewelry store with a broken
window. Then a gentleman wearing a mask
comes crawling out through the broken
window, carrying a bag which turns out to be
full of expensive jewelry. The policeman
doesn’t hesitate at all in deciding that this
gentleman is dishonest.

Probability Theory: the logic of Science - by E. T. Janes- Cambridge University Press (2003)

34



A digression ...

Deductive and Plausible Reasoning

Join at menti.com with code: 4697 0711

35


https://www.menti.com/

Deductive Reasoning # Plausible Reasoning

Deductive reasoning is based on strong syllogisms:

e n : . \i(t:\c?’\'
if A is true, then B is true. o 39
if B is true, then A is true.

36



Deductive Reasoning # Plausible Reasoning

e Deductive reasoning is based on strong syllogisms:

e n : . \i(t:\c?’\'
if A is true, then B is true. o 39
if B is true, then A is true.

e Plausible reasoning is constructed from weak syllogisms:

if Ais true, then B is true.
if B is true, then A is more plausible.

Plausible reasoning is the art of making decisions with incomplete, uncertain, messy information

37



Deductive Reasoning # Plausible Reasoning

e Deductive reasoning is based on strong syllogisms:

e n : . \i(t:\(’."o\'
if A is true, then B is true. o 39
if B is true, then A is true.

e Plausible reasoning is constructed from weak syllogisms:

if Ais true, then B is true.
if B is true, then A is more plausible.

Plausible reasoning is the art of making decisions with incomplete, uncertain, messy information

The evidence did not make the gentleman’s dishonesty certain, but it did make it extremely plausible

38



In practice ...

Deductive Reasoning # Plausible Reasoning

A =it will start to rain by 10 AM at the latest;

B = the sky will be cloudy before 10 AM.

Join at menti.com with code: 4697 0711

39


https://www.menti.com/

Deductive Reasoning # Plausible Reasoning

A =it will start to rain by 10 AM at the latest; “8io 4, €'

B = the sky will be cloudy before 10 AM.

Question:
What is the logical connection? A= BorB= A

Answer:
if rain (A) then clouds (B): which is certain, though not causal.

40



Deductive Reasoning # Plausible Reasoning

Deductive reasoning is based on strong syllogisms (first kind):

if Ais TRUE, then B is TRUE.
if B is TRUE, then Ais TRUE.

Plausible reasoning is constructed from weak syllogisms (second kind):
if Ais TRUE, then B is TRUE.
if B is TRUE, then A is more plausible

There is also the possibility of weak syllogisms (third kind):
if Ais TRUE, then B is TRUE.
if B is FALSE, then Ais less plausible

41



The basis of logic

Deductive Reasoning # Plausible Reasoning

Given the same description of the situation, what could lead
the policeman to arrive in a different conclusion?

42



Artificial Thinking

Will computers ever be able to think?

Probability Theory: the logic of Science - by E. T. Janes- Cambridge University Press (2003)

43



Artificial Thinking

A robot that can reproduce at least part of
what a brain does would have to make
decisions based on weak syllogisms

Probability Theory: the logic of Science - by E. T. Janes- Cambridge University Press (2003)
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Designing the future

Artificial Thinking

Consider that we are building a robot who follows the basic desiderata:

I. Degrees of plausibility are represented by real numbers.
II. Qualitative correspondence with common sense.
II1. (a) If a conclusion can be reasoned out in more than one way, then every possible way must lead to the
same result.

(b) The robot always takes into account all of the evidence it has relevant to a question. It does not

arbitrarily ignore some of the information, basing its conclusions only on what remains. In other
words, the robot is completely nonideological.

(¢) The robot always represents equivalent states of knowledge by equivalent plausibility assignments.
That is, if in two problems the robot’s state of knowledge is the same (except perhaps for the labeling
of the propositions), then it must assign the same plausibilities in both.

Our robot will make decisions base solely in degrees of plausibility, which by definition are real numbers.
Humans normally take into account many different aspect of a question when making a decision. Can you
think of a class (es) of issues where our robot would most closely mimic the behavior of a human?

Probability Theory: the logic of Science - by E. T. Janes- Cambridge University Press (2003) 4



Artificial Thinking

Analytical part of the robot is already here ... because this
Is the part of “thinking” we can better describe

46



Artificial Thinking

Analytical part of the robot is already here ... because this
Is the part of “thinking” we can better describe

It is embedded in the foundations of our logical system

47



Artificial Thinking

Analytical part of the robot is already here ... because this
Is the part of “thinking” we can better describe

It is embedded in the foundations of our logical system

Boolean algebra (TRUE/FALSE)
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Artificial Thinking

Analytical part of the robot is already here ... because this
Is the part of “thinking” we can better describe

It is embedded in the foundations of our logical system

Boolean algebra (TRUE/FALSE)

Roots in Organon, of Aristotle, 400 BC.

49



Here it starts to get weird

Artificial Thinking

The robot is presented with this situation:

B = An urn contains N balls, identical in every respect except that they carry numbers (1, 2,
N) and M of them are colored red, with the remaining (N — M ) white, 0 < M < N. We draw a ball from
the urn blindfolded, observe and record its color, lay it aside, and repeat the process until n balls have been
draun, 0 <n < N.
= Red ball on the i-th draw.
W; = White ball on the i-th draw.

For the first draw,

P(RIB) = T (1)
P(W1|B) = 1—?5. (2)
50

Probability Theory: the logic of Science - by E. T. Janes- Cambridge University Press (2003)




Artificial Thinking

The robot is presented with this situation:

For the first draw,

PWi|B) = 1-—.

What do equations 1 and 2 tell you about the content of the urn?

& .

Probability Theory: the logic of Science - by E. T. Janes- Cambridge University Press (2003)

51




Here it starts to get weird

Artificial Thinking

The robot is presented with this situation:

For the first draw,
P(R|B) = =, (1)

P(Wy|B) = 1-—. (2)

What do equations 1 and 2 tell you about the content of the urn? mﬁ‘ﬁi;
. "
&

Probability Theory: the logic of Science - by E. T. Janes- Cambridge University Press (2003) o



Artificial Thinking

The situation described in before can be identified as sampling without replacement. Consider now the situation of
sampling with replacement. Meaning that every time we draw a ball from the urn we record its color and put it back
before drawing again.
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Artificial Thinking

The situation described in before can be identified as sampling without replacement. Consider now the situation of
sampling with replacement. Meaning that every time we draw a ball from the urn we record its color and put it back

before drawing again.

\
Which of the two scenarios would the ;}\\ 2
= T =

robot consider more complex for
estimating the probability of a given color
in the subsequent draw?

. PROBLEM °

¢ e

Join at menti.com with code: 4697 0711
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Artificial Thinking

The situation described in before can be identified as sampling without replacement. Consider now the situation of
sampling with replacement. Meaning that every time we draw a ball from the urn we record its color and put it back
before drawing again.

Which of the two scenarios would the

:\\\\\\“ I “l/,//,
A =
robot consider more complex for "— PRO ==
estimating the probability of a given color
in the subsequent draw?

Join at menti.com with code: 4697 0711
Probability Theory: the logic of Science - by E. T. Janes- Cambridge University Press (2003)
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Artificial Thinking

The situation described in before can be identified as sampling without replacement. Consider now the situation of
sampling with replacement. Meaning that every time we draw a ball from the urn we record its color and put it back
before drawing again.

How can make the sampling with replacement simpler for this task?
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Artificial Thinking

The situation described in before can be identified as sampling without replacement. Consider now the situation of
sampling with replacement. Meaning that every time we draw a ball from the urn we record its color and put it back
before drawing again.

How can make the sampling with replacement simpler for this task?
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Artificial Thinking

The situation described in before can be identified as sampling without replacement. Consider now the situation of
sampling with replacement. Meaning that every time we draw a ball from the urn we record its color and put it back
before drawing again.

How can make the sampling with replacement simpler for this task?

Shaking changes your state of knowledge, you are basically
saying: I am not able anymore to follow the position of
the ball that was put back in because I do not have all

necessary information (the position of the ball that was put
back changed and I do not know where it is, so my problem
returns to the mathematical state of symmetry - I know
nothing about all balls). From the point of view of the urn,
nothing change.
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Constructing the future will take a lot of math

e All machine learning is based on probability

e We will be able to construct a computer that “thinks” when we can describe
what “thinking” means

e We already started

To use machine learning responsibly we need to, at least, have an idea

about the theory behind it
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Probability Theory

The Logic of Science

E. T. JAYNES

This digression was a very bad summary
of the first few pages of the best
statistics book ever written ...

Probability Theory: the logic of Science - by E.

T. Janes- Cambridge University Press (2003)
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Extra slides



What about science?

Perfect -

Fiducial 4

Random A

SN-1110% A

SN-I5% 4

SN-12% 4

SN-I1% 4

SN-Ibc 5% 1

SN-Ibc2 % 4

SN-Ibc1% 1

SN-lax 10 % A

SN-lax 5% 4

SN-lax 2 % 1

SN-lax 1% 4

Good classification might not be enough

P

-13 =12 =11 =10 -0.9

Stanla

WFD

I

FOM3 = 0.68 FOM3 = 0.82

c=0.10 c =0.05

FOM3 = 0.92 FOM3 = 0.96

SN II
SN Ibc
SN lax
SLSN
CART

c=0.02 c=0.01

e LSST DESC & COIN

RESSPECT

Malz et al., 2023 - arXiv:astro-ph/2305.14421 - The RESSPECT team: LSST-DESC and COIN,

Are classification metrics good proxies for SN la cosmological constraining power? -- submitted to A&A
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What about science?
LSST DESC & COIN

RESSPECT

The RESSPECT workflow

...
Tbo g@ R N
(} o Q e | S M == oS T

Baselme set Training set Train Classify Class probability

Telescope resources

T | l 4
A e

g@ Q ;j i <—Object (s) propoerties
Targetset

Append Training set Candidate label AL strategy
i | Temporary training set - v
‘\« )\/ MLmiode] ot e S A List of candidates

\

\, \ Dl &l i —
A‘-H{aii“/)ﬁ = 1i_4“/aidﬁj,f
Classify Photo-la Impact on cosmology > L i ‘_7'\5
i SR -

— "

-

(“‘D/ pa Ll

Spectroscopic labels Follow-up decision Metric

https://qithub.com/COINtoolbox/RESSPECT
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What about science?

Cosmology results from
photometrically classified SN IA

T Trained
o : Photo-classified : SN : machine
\ SN la candidates learning
classifier

2. Impacts learning

this algorithm
+

1. Different Training

/, LSST DESC & COIN choices of Sample

RESSPECT this!
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