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Outline of the lecture

 ● Phenomenology of the EW quantum corrections. QED effects, weak effects, interplay in higher orders.

 ● Scattering processes at a hadron collider: QCD, EW and mixed QCD-EW corrections

 ● Resonance-aware matching: algorithmic issues with two competing interactions

 ● Exact calculations with full off-shell description vs on-shell expansions.

 ● photon and leptons
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The factorisation theorems guarantee the validity of the above picture up to power correction effects

The interplay of QCD and EW interactions appears both in the partonic cross section and in the proton PDFs

           • the partonic cross section receives both QCD and EW perturbative corrections
           • the DGLAP evolution of the proton PDFs is achieved with a QCD+QED kernel
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Hard scattering at hadron colliders

e.g. the Drell-Yan process



Electroweak corrections
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EW corrections: QED and weak effects

 ●  Three main sources of large EW corrections:

              - coupling redefinition

              - QED real radiation

              - EW virtual Sudakov logarithms

Breakdown of the NLO-EW corrections to 

                    

          

The separation of QED and weak effects is not possible in general, in presence of a charged-current interaction

qq̄ → μ+μ−

σ(qq̄ → μ+μ− + X) = σ0 +
α
2π

σα + ⋯ σα = σQED
α + σweak

α
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EW corrections: coupling constants and higher-order universal effects 

   ●   at (N)NLO , the LO couplings receive radiative corrections, stemming from self-energy and vertex corrections

       we identify in these corrections some universal contributions,  independent of the process details (scales, external particles)

       we can include up to 2-loop and possibly higher-loop contributions

                      

                                   

                                                                                         with 

α(0) → α(mZ) =
α(0)

1 − Δα(mZ)
Δα(mZ) ∼ 0.07

sin2 θW → sin2 θ̄W ≡ sin2 θW + Δρ cos2 θW Δρ = 3xt [1 + ρ(2)(m2
H /m2

t )xt] [1 −
2αs

9π
(π2 + 3)]

3xt =
3 2Gμm2

t

16π2
∼ 0.01

     ● Given a scheme with  as input parameters  (renormalisation completed)
         can we improve our predictions, with the systematic inclusion of higher-order corrections ?

(α(0), Gμ, mZ, mH)
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EW corrections: coupling constants and higher-order universal effects 

     ● Given a scheme with  as input parameters  (renormalisation completed)
         can we improve our predictions, with the systematic inclusion of higher-order corrections ?

(α(0), Gμ, mZ, mH)

         α(0) → α(mZ) =
α(0)

1 − Δα(mZ)
Δα(mZ) ∼ 0.07

A proper choice of the couplings can yield 
a more accurate description of the data already at LO

caveat: upon inclusion of (N)NLO corrections, 
          double counting must be removed !



Running of α only in the photon diagram
  enhances the photon exchange contribution
  which grows with the invariant mass
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Use of  only in the Z diagram enhances the peak of the Z resonanceGμ
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Use of  and ρ only in the Z diagram enhances the peak of the Z 
resonance

Gμ
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  - running of α only in the photon diagram
  - use of  and ρ  only in the Z diagram:Gμ
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  - running of α only in the photon diagram
  - use of  and ρ  only in the Z diagram:
  - rescaling of  in the Z vector coupling by 

Gμ
sin2 θW 1 + Δκf

rescaling  

  

   

α(0) → Gμ ρ
sin2 θW → (1 + Δκf) sin2 θW

12

Several effects enter in the coupling redefinition

NLO-EW contains at first order all these effects
               but not the higher-order corrections

 is the only correction which modifies
               the precise  value
Δκf

sin2 θW
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EW corrections: QED effects
 ● in soft approximation, the amplitude for the emission of a photon is described by an eikonal current

                   

● leading QED radiation corrections, 
     simulated via Parton Shower

                                                   

                  and   is obtained iterating

                 with        and  

           

jμ
eik = − ie [ pμ

−
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−

pμ
+
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EW corrections: matching NLO-EW with QED-PS
    ● leading soft and collinear enhancement factor is universal  →  can be easily applied to the final state of a hard scattering
                                  ( see PHOTOS, or the PHOTONS module in Sherpa, or the QED-FSR showers in Pythia/Herwig)
     
        the inclusion of subleading EW effects requires a matching procedure with exact matrix elements (see Marek’s lectures)

  ● Matching an exact NLO-EW calculation with a full QED Parton Shower can be achieved e.g. like in HORACE
 

                                                 

     The expansion in  of this formula coincides with the exact fixed order calculation
     Hard exact matrix element corrections are applied “democratically” to all the emitted photons
     The correction factors  are by construction IR regular

dσ∞ = Π(Q2, ε) FSV

∞

∑
n=0

1
n! (Πn

k=1FH,k) |ℳn,LL |2 dΦn

α

F

JHEP12(2006)016

It would be desirable to include in eq. (3.1) the missing O(α) contributions. The

matching procedure can be better understood by comparing the exact O(α) cross section

with the O(α) expansion of eq. (3.1), which, as we already mentioned, does not coincide,

by definition, with an exact O(α) result. In fact

dσα,LL =

[

1 −
α

2π
I+ log

Q2

m2

]

|M0|2dΦ0 + |M1,LL|2dΦ1

≡ [1 + Cα,LL] |M0|2dΦ0 + |M1,LL|2dΦ1 (3.4)

whereas an exact NLO cross section can be always cast in the form

dσα = [1 + Cα] |M0|2dΦ0 + |M1|2dΦ1 (3.5)

The coefficient Cα contains the complete virtual O(α) and the O(α) soft-bremsstrahlung

squared matrix elements, in units of the Born squared amplitude and |M1|2 is the exact

squared matrix element with the emission of one hard photon. We remark that Cα,LL and

|M1,LL|2 have the same singular logarithmic structure of Cα and of |M1|2.
We observe that, by introducing the correction factors

FSV = 1 + (Cα − Cα,LL) , FH = 1 +
|M1|2 − |M1,LL|2

|M1,LL|2
, (3.6)

the exact O(α) cross section can be expressed, up to terms of O(α2), in terms of its

leading-log approximation as

dσα = FSV (1 + Cα,LL)|M0|2dΦ0 + FH |M1,LL|2dΦ1 (3.7)

Driven by eq. (3.7), we can improve eq. (3.1) by writing the resummed cross section as

dσ∞ = FSV Π(Q2, ε)
∞
∑

n=0

1

n!

(

n
∏

i=0

FH,i

)

|Mn,LL|2 dΦn (3.8)

The correction factors FH,i follow from the definition eq. (3.6) for each photon emission.

In eq. (3.8) the sum over all possible photon multiplicities is required, but the building

blocks of the matched cross section (i.e. the squared matrix elements) are strictly defined

only for 0 or 1 photon in the final state. It is therefore mandatory to devise an algorithm

to map a n photons momenta configuration to a 0 or 1 photon configuration in order to

consistently calculate the squared amplitudes |M0|2 (needed to calculate |M1,LL|2) and

|M1|2. The details of this mapping procedure can be found in appendix A.2 of ref. [30].

The expansion at O(α) of eq. (3.8) coincides now with the exact NLO cross section

of eq. (3.5). Furthermore, all higher-order leading-log contributions are the same as in

eq. (3.1). It is worth noticing that FSV , FH,i are, by construction, infrared safe and free of

collinear logarithms.

Alternatively, we remark that one could have improved eq. (3.1) by adding the O(α)

contributions missing in the leading-log approximation. However, we prefer the factorized

formulation eq. (3.8) for different reasons. The first is that it allows to include a large

– 9 –

JHEP12(2006)016

It would be desirable to include in eq. (3.1) the missing O(α) contributions. The

matching procedure can be better understood by comparing the exact O(α) cross section

with the O(α) expansion of eq. (3.1), which, as we already mentioned, does not coincide,

by definition, with an exact O(α) result. In fact

dσα,LL =

[

1 −
α

2π
I+ log

Q2

m2

]

|M0|2dΦ0 + |M1,LL|2dΦ1

≡ [1 + Cα,LL] |M0|2dΦ0 + |M1,LL|2dΦ1 (3.4)

whereas an exact NLO cross section can be always cast in the form

dσα = [1 + Cα] |M0|2dΦ0 + |M1|2dΦ1 (3.5)

The coefficient Cα contains the complete virtual O(α) and the O(α) soft-bremsstrahlung

squared matrix elements, in units of the Born squared amplitude and |M1|2 is the exact

squared matrix element with the emission of one hard photon. We remark that Cα,LL and

|M1,LL|2 have the same singular logarithmic structure of Cα and of |M1|2.
We observe that, by introducing the correction factors

FSV = 1 + (Cα − Cα,LL) , FH = 1 +
|M1|2 − |M1,LL|2

|M1,LL|2
, (3.6)

the exact O(α) cross section can be expressed, up to terms of O(α2), in terms of its

leading-log approximation as

dσα = FSV (1 + Cα,LL)|M0|2dΦ0 + FH |M1,LL|2dΦ1 (3.7)

Driven by eq. (3.7), we can improve eq. (3.1) by writing the resummed cross section as

dσ∞ = FSV Π(Q2, ε)
∞
∑

n=0

1

n!

(

n
∏

i=0

FH,i

)

|Mn,LL|2 dΦn (3.8)

The correction factors FH,i follow from the definition eq. (3.6) for each photon emission.

In eq. (3.8) the sum over all possible photon multiplicities is required, but the building

blocks of the matched cross section (i.e. the squared matrix elements) are strictly defined

only for 0 or 1 photon in the final state. It is therefore mandatory to devise an algorithm

to map a n photons momenta configuration to a 0 or 1 photon configuration in order to

consistently calculate the squared amplitudes |M0|2 (needed to calculate |M1,LL|2) and

|M1|2. The details of this mapping procedure can be found in appendix A.2 of ref. [30].

The expansion at O(α) of eq. (3.8) coincides now with the exact NLO cross section

of eq. (3.5). Furthermore, all higher-order leading-log contributions are the same as in

eq. (3.1). It is worth noticing that FSV , FH,i are, by construction, infrared safe and free of

collinear logarithms.

Alternatively, we remark that one could have improved eq. (3.1) by adding the O(α)

contributions missing in the leading-log approximation. However, we prefer the factorized

formulation eq. (3.8) for different reasons. The first is that it allows to include a large

– 9 –

JHEP12(2006)016
It would be desirable to include in eq. (3.1) the missing O(α) contributions. The

matching procedure can be better understood by comparing the exact O(α) cross section

with the O(α) expansion of eq. (3.1), which, as we already mentioned, does not coincide,

by definition, with an exact O(α) result. In fact

dσα,LL =

[

1 −
α

2π
I+ log

Q2

m2

]

|M0|2dΦ0 + |M1,LL|2dΦ1

≡ [1 + Cα,LL] |M0|2dΦ0 + |M1,LL|2dΦ1 (3.4)

whereas an exact NLO cross section can be always cast in the form

dσα = [1 + Cα] |M0|2dΦ0 + |M1|2dΦ1 (3.5)

The coefficient Cα contains the complete virtual O(α) and the O(α) soft-bremsstrahlung

squared matrix elements, in units of the Born squared amplitude and |M1|2 is the exact

squared matrix element with the emission of one hard photon. We remark that Cα,LL and

|M1,LL|2 have the same singular logarithmic structure of Cα and of |M1|2.
We observe that, by introducing the correction factors

FSV = 1 + (Cα − Cα,LL) , FH = 1 +
|M1|2 − |M1,LL|2

|M1,LL|2
, (3.6)

the exact O(α) cross section can be expressed, up to terms of O(α2), in terms of its

leading-log approximation as

dσα = FSV (1 + Cα,LL)|M0|2dΦ0 + FH |M1,LL|2dΦ1 (3.7)

Driven by eq. (3.7), we can improve eq. (3.1) by writing the resummed cross section as

dσ∞ = FSV Π(Q2, ε)
∞
∑

n=0

1

n!

(

n
∏

i=0

FH,i

)

|Mn,LL|2 dΦn (3.8)

The correction factors FH,i follow from the definition eq. (3.6) for each photon emission.

In eq. (3.8) the sum over all possible photon multiplicities is required, but the building

blocks of the matched cross section (i.e. the squared matrix elements) are strictly defined

only for 0 or 1 photon in the final state. It is therefore mandatory to devise an algorithm

to map a n photons momenta configuration to a 0 or 1 photon configuration in order to

consistently calculate the squared amplitudes |M0|2 (needed to calculate |M1,LL|2) and

|M1|2. The details of this mapping procedure can be found in appendix A.2 of ref. [30].

The expansion at O(α) of eq. (3.8) coincides now with the exact NLO cross section

of eq. (3.5). Furthermore, all higher-order leading-log contributions are the same as in

eq. (3.1). It is worth noticing that FSV , FH,i are, by construction, infrared safe and free of

collinear logarithms.

Alternatively, we remark that one could have improved eq. (3.1) by adding the O(α)

contributions missing in the leading-log approximation. However, we prefer the factorized

formulation eq. (3.8) for different reasons. The first is that it allows to include a large

– 9 –



Alessandro Vicini - University of Milano                                                                                                                                                                                                                                                    CERN, 17th MCnet school, June 2024

EW corrections: QED effects

 ● distortion of the (leptonic) spectra

massive “bare” leptons, without any recombination

receive an enhancement factor 

leading to O(10%) corrections

∝ log
s

m2

 ● radiative return mechanism

events generated at  FSR radiate
so that 
filling the distribution below the resonance

O(1) effects in those bins !

s ∼ mZ
mℓℓ < mZ
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Figure 5: Invariant mass distribution around the Z peak (left) and relative effect of different
contributions (right), for bare muons and recombined electrons.
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Figure 6: High tail of the invariant mass distribution (left) and relative effect of different contri-
butions (right), for bare muons and recombined electrons.

where p⊥,! and η! are the transverse momentum and the pseudo-rapidity of the charged

leptons, respectively.

Our results are obtained for muon pair final states. However, we also show results for

recombined electrons in the case of the invariant mass distribution. In fact, we assume

perfect isolation of photons from the muon, which is experimentally achievable with good

accuracy: the resulting correction is therefore amplified by large muon mass collinear

logarithms, because the photon emission is not treated inclusively in the region around the

muon. In the case of electrons, it is not possible experimentally to separate them from

the photon track, when the latter lies within a cone around the lepton smaller than the

detector angular resolution. We adopt the following recombination procedure

• photons with a rapidity |ηγ | > 2.5 are never recombined to the electron;

• if the photon rapidity is |ηγ | < 2.5 and Reγ =
√

(ηe − ηγ)2 + φ2
eγ < 0.1 (φeγ is the

angle between the photon and the electron in the transverse plane), then the photon

is recombined with the electron, i.e. the momenta of the two particles are added and

associated with the momentum of the electron;
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Figure 9: Lepton transverse momentum distribution around the Z peak (left) and relative effect
of different contributions (right).
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Figure 10: High tail of the lepton transverse momentum distribution (left) and relative effect of
different contributions (right).

−15%. The size of these corrections is significantly reduced when considering electron final

states, in agreement with the results known in the literature [11] and due to the photon

recombination procedure, which implies a partial cancelation of the mass logarithms, ac-

cording to the KLN theorem. The impact of the photon-induced processes is of the order
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Leptons and photons
the radiation emitted by a massive (final state) lepton develops large mass (collinear) logarithms 

The Kinoshita-Lee-Nauenberg (KLN) theorem guarantees that when considering sufficiently inclusive observables,
    i.e. integrating over the whole radiation emitted by the lepton,     such divergent terms cancel

A “bare” lepton is described in an exclusive way by its 4-momentum components, after radiation has been emitted
     A muon momentum reconstructed in a muon chamber is close to this description
The fully exclusive description of the radiation features the large logarithmic corrections

A recombined (“dressed”) lepton can be seen as an electromagnetic jet. 
The momentum of the dressed lepton is obtained  by 
summing the lepton and surrounding photons momenta
 in a given phase-space region. Relevant for electrons.
Including the radiation effectively implements the KLN theorem, 
leading to smaller radiative effects

The “dressed lepton” definition is applicable 
at any order in perturbation theory 
(cfr. the discussion about QCD jet definitions)

Unfolding QED-FSR corrections is a dangerous procedure
threatening the possibility of a detailed comparison with theory
at high-precision level (beyond QED-LL)
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Figure 5: Invariant mass distribution around the Z peak (left) and relative effect of different
contributions (right), for bare muons and recombined electrons.
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where p⊥,! and η! are the transverse momentum and the pseudo-rapidity of the charged

leptons, respectively.

Our results are obtained for muon pair final states. However, we also show results for

recombined electrons in the case of the invariant mass distribution. In fact, we assume

perfect isolation of photons from the muon, which is experimentally achievable with good

accuracy: the resulting correction is therefore amplified by large muon mass collinear

logarithms, because the photon emission is not treated inclusively in the region around the

muon. In the case of electrons, it is not possible experimentally to separate them from

the photon track, when the latter lies within a cone around the lepton smaller than the

detector angular resolution. We adopt the following recombination procedure

• photons with a rapidity |ηγ | > 2.5 are never recombined to the electron;

• if the photon rapidity is |ηγ | < 2.5 and Reγ =
√

(ηe − ηγ)2 + φ2
eγ < 0.1 (φeγ is the

angle between the photon and the electron in the transverse plane), then the photon

is recombined with the electron, i.e. the momenta of the two particles are added and

associated with the momentum of the electron;
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EW corrections: weak Sudakov logarithms

 ● for large values of the kinematical invariants, the gauge boson masses are “soft” 

     → the virtual corrections feature, for each loop a term   when   

                                                                           

 ● contrary to the massless photon case, 
    where corresponding terms stem from the real corrections and cancel the virtual ones

                                                                                           

    in the weak case
    there is an unbalance between virtual and real weak exchanges, leaving the large negative virtual correction

α log2 s
m2

W
≡ αL2 ∼ 0.18 s = (1 TeV)2

−α log2 s
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W

+α log2 s
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EW corrections: weak Sudakov logarithms

 ● for large values of the kinematical invariants, the gauge boson masses are soft 

     → the virtual corrections feature, for each loop a term   when   

 ●   

    in the high-energy limit, we can isolate the EW Sudakov logarithms
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Figure 1: Separate logarithmic contributions to R(e+e− → qq̄) in % to the Born approximation:
(a) the one-loop LL (ln2(s/M2), long-dashed line), NLL (ln1(s/M2), dot-dashed line) and N2LL
(ln0(s/M2), solid line) terms; (b) the two-loop LL (ln4(s/M2), short-dashed line), NLL (ln3(s/M2),
long-dashed line), NNLL (ln2(s/M2), dot-dashed line) and N3LL (ln1(s/M2), solid line) terms.

section) we obtain in the same notations

RLR(e+e− → QQ̄) = 1− 4.48L(s) + 17.51 l(s)− 13.16 a

− 1.16L2(s) + 15.66L(s) l(s)− 43.50 l2(s) + 44.05 l(s) a ,

RLR(e+e− → qq̄) = 1− 1.12L(s) + 12.05 l(s)− 16.44 a

− 0.81L2(s) + 18.02L(s) l(s)− 130.74 l2(s) + 278.71 l(s) a ,

RLR(e+e− → µ+µ−) = 1− 13.24L(s) + 116.58 l(s)− 148.42 a

− 0.79L2(s) + 23.68L(s) l(s)− 155.46 l2(s)− 116.67 l(s) a .

(66)

Finally, for the left-right asymmetry ÃLR (the difference of the cross sections for the left-
and right-handed initial state particles divided by the total cross section) which differs from
ALR for the quark-antiquark final state we have

R̃LR(e+e− → QQ̄) = 1− 2.75L(s) + 10.60 l(s)− 9.05 a

− 0.91L2(s) + 11.16L(s) l(s)− 33.49 l2(s) + 28.28 l(s) a ,

R̃LR(e+e− → qq̄) = 1− 1.07L(s) + 11.75 l(s)− 16.21 a

− 0.77L2(s) + 17.06L(s) l(s)− 125.18 l2(s) + 267.60 l(s) a .

(67)

The numerical structure of the corrections in the case of e+e− annihilation is shown in
Figs. 1-3. In Fig. 1 the values of different logarithmic contributions to R(e+e− → qq̄) are

22

1-loop 2-loop

           B.Jantzen, J.H.Kühn, A.A.Penin, V.A.Smirnov, hep-ph/0509157

corrections to  
due to EW Sudakov logs

e+e− → qq̄
exact result leading approximation
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Estimate of missing higher-order logs:     →     → at 2-loop estimate~  

    caveat:  the subleading logs are large and with alternating signs
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α exp(δSudakov

α )
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Mixed QCD and EW effects at hadron colliders

A reference approximated combination:  QCD x QED-FSR

     - the rate and distributions of the scattering processes are computed at (N)NLO-QCD, 
       possibly matched with QCD-PS
       then the final state particles are further corrected by QED-FSR emissions (universality of LL QED corrections)

      →  quite accurate description of all the phase-space regions with soft and/or collinear QCD/QED radiation
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Mixed QCD and EW effects at hadron colliders
Matching NLO-QCD  and  NLO-EW    with   QCD-PS  and QED-PS
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Figure 1: Relative e↵ect due to lepton pair corrections on theW transverse mass distribution, forW ! µ⌫
(left plot) and W ! e⌫ (right plot) decays at the Tevatron (

p
s = 1.96 TeV). The plot shows the relative

di↵erence between the Horace-3.1 predictions for multiple FSR with and without pair emission.

radiated particles, i.e. by electron pair emission, which is a direct consequence of Eq. (4). Around285

the Jacobian peak, the pair correction amounts to about 0.1÷ 0.2% for both the decay channels286

and modifies the shape of the transverse mass distribution, similarly to the e↵ect introduced by287

photon emission [17, 19,23,66].288

3.3 Powhegwith QCD and EW corrections289

The implementation of the CC DY process in Powheg is documented in [69], at NLO QCD290

accuracy. The extension to include both NLO QCD and NLO EW corrections for this process291

in Powheg is documented in [52] [53] [ [70] ?]. In this implementation, the overall cross section292

has NLO QCD � EW accuracy, and the real radiation can be of QCD as well as QED origin.293

According to the Powhegmethod, the cross section for a given process is written as:294
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The function B̄
fb gives the (QCD�EW) NLO inclusive cross section, and the term between295

curly brackets controls the hardest emission (for more details on the notation, see [67]). The296

inclusion of NLO EW corrections, with respect to the version including only QCD corrections,297

amounts to a modification of B̄fb in order to include the virtual and real QED contributions, and298

the addition of subtraction couterterms and collinear remnants corresponding to the new singular299

regions, i.e. the ones associated with the emission of a soft/collinear photon by a hard scattering300

quark or a soft photon by the final state lepton. It is worth reminding that in [52] [53] the final301

state leptons have been treated with full mass dependence, in order to deal in a proper way with all302

8

POWHEG NLO-(QCD+EW) 

The exact NLO QCD+EW normalisation is guaranteed by the  function

QCD and QED radiation are described by { }

The first emission is by construction the hardest.   The following emissions are handled by QCD and QED Parton Showers

The factorised formulation     (QCDPS + QEDPS)
   introduces mixed QCD-EW corrections

Good approximation of the exact results in the soft/collinear phase-space regions +
    improvement in the description of hard/large angle radiation

B

[B(QCD) + B(EW)] {R(QCD) + R(QED)}

no-emission probability

first hard emission probability
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POWHEG NLO-(QCD+EW) 

the difference between QCDxQED   and QCDxEW approximations starts at  O(ααs)

     POWHEG NLO-QCD x (QCD+QED)-PS       

     POWHEG NLO-(QCD+EW) x (QCD+QED)-PS

the difference                                                    important when c₀₀ is large

c₀₀ does not contain QED logs, but Sudakov EW logs
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FIG. 4: Fixed-order predictions for the transverse mass distribution, in the case of W+ production with muons in the final
state at LHC 14 TeV and acceptance cuts as in table VII. We show di↵erent perturbative approximations, including only NLO
QCD, only NLO EW and the sum of the two sets of corrections. In the left plot we show the shape of the distributions and in
the right plot the relative e↵ect of the radiative corrections, normalized to the LO prediction.

under study, LQED = log
�
Q2/m2

l

�
(ml being the mass of the final state charged lepton) and l is the log of soft infrared

origin, e↵ectively generated by the applied cuts.
If, on the other hand, we consider the code Powheg-v2 with the NLO EW corrections turned on and QED-LL

final-state corrections accounted for to all orders by means of Photos (or Pythia-qed), the included O(↵↵s) terms
have the form

↵s↵
�
c2L

2
QCD + c1LQCD + c0

�
(c11LQEDlQED + c10LQED + c01lQED + c00) , (13)

With respect to eq. (12), eq. (13) contains in addition the term

↵s↵ c00
�
c2L

2
QCD + c1LQCD + c0

�
.

This term is available in Powheg-v2 as a consequence of the factorized structure of eq. (5) and reproduces correctly
a subset of O(↵↵s) in the limit of collinear QCD radiation. Its inclusion represents a possible improvement of the
simulation tools used in the MW studies, although the O(↵↵s) accuracy can not be claimed because the complete set
of the exact matrix elements with this perturbative accuracy is not available. On the other hand, this term is missing
in the Tevatron analysis and should thus be treated as a source of theoretical uncertainty a↵ecting the Tevatron MW

determination; we investigate this point in the following sections.

V. IMPACT OF RADIATIVE CORRECTIONS ON THE KINEMATICAL DISTRIBUTIONS

In order to set the stage of the discussion, we present in figure 4 the impact of exact fixed-order corrections to the
lepton-pair transverse mass distribution, with muons in the final state, at the LHC with

p
s = 14 TeV, in the case of

W+ production. We consider NLO QCD, NLO EW e↵ects and the sum of the two sets of corrections and we show
their relative impact normalized to the LO prediction. We observe the negative impact of EW corrections at the
jacobian peak of the distribution and the monotonic increase due to QCD e↵ects. When summing NLO QCD+EW
corrections, we obtain a partial cancellation of the radiative e↵ect at the jacobian peak.

In the following sections we study the impact of higher-order radiative corrections on the kinematical distributions
relevant for the MW determination. In particular we focus on: i) light lepton pairs corrections; ii) the modeling of
QED radiation; iii) the influence of QCD contributions and their interplay with purely QED FSR e↵ects and iv)
mixed O(↵↵s) corrections beyond the approximation that combines QCD with purely QED FSR corrections.

A. Light lepton pairs radiation

In figure 5 we study the e↵ect of two sets of corrections that start at O(↵2): we show the contribution of additional
light lepton pairs radiation in comparison with the contribution of multiple FSR beyond O(↵), both normalized to
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their relative impact normalized to the LO prediction. We observe the negative impact of EW corrections at the
jacobian peak of the distribution and the monotonic increase due to QCD e↵ects. When summing NLO QCD+EW
corrections, we obtain a partial cancellation of the radiative e↵ect at the jacobian peak.

In the following sections we study the impact of higher-order radiative corrections on the kinematical distributions
relevant for the MW determination. In particular we focus on: i) light lepton pairs corrections; ii) the modeling of
QED radiation; iii) the influence of QCD contributions and their interplay with purely QED FSR e↵ects and iv)
mixed O(↵↵s) corrections beyond the approximation that combines QCD with purely QED FSR corrections.

A. Light lepton pairs radiation

In figure 5 we study the e↵ect of two sets of corrections that start at O(↵2): we show the contribution of additional
light lepton pairs radiation in comparison with the contribution of multiple FSR beyond O(↵), both normalized to

c00 / � ↵

4⇡ sin2 ✓W
log2

s

m2
W

11

Scheme FSV Couplings of |Mn,LL|
2

↵0 1 + ↵0

�SV ��LL
SV

�0
↵
2

0↵
n
0

Gµ I 1 + ↵0

�SV ��LL
SV

�0
� 2�r (↵tree

µ )2↵n
0

Gµ II 1 + ↵0

�SV ��LL
SV

�0
(↵1l

µ )2↵n
0

TABLE I: Comparison of di↵erent renormalization input schemes: structure of the FSV soft+virtual correction factor and
proportionality factor of the matrix element describing the emission of n real photons.

alternatives, which di↵er by O(↵2) corrections:

↵0 : � = ↵2
0�0 + ↵3

0(�SV + �H) , (9)

Gµ I : � = (↵tree

µ
)2�0 + (↵tree

µ
)2↵0(�SV + �H)� 2�r(↵tree

µ
)2�0 , (10)

Gµ II : � = (↵1l
µ
)2�0 + (↵1l

µ
)2↵0(�SV + �H) . (11)

We introduce the idea of sharing i.e. the relative percentage of 0– and 1–photon contributions with the real-photon
energy greater than a certain threshold. The 0–photon subset receives contributions from the Born cross section and
from the soft+virtual O(↵) corrections; the latter contain in particular the renormalization terms. As a consequence
of eqs. (9-11), we show in table I the expression of the correction factors FSV , introduced in section IIIA. It can be
seen that the correction factors FSV in the ↵0 and in the Gµ II schemes are the same, while the factor in the Gµ I
scheme is di↵erent. Concerning the squared matrix elements |Mn,LL|

2 according to the three options, we show in
table I their dependence on the coupling constant; the correction factors FH,i of eq. (1) are equal in the three schemes
since the same proportionality is present in the exact squared matrix elements |Mn|

2. In summary, the EW input
schemes described above yield a di↵erent sharing of 0– and 1–photon events, which in turn can imply a di↵erent
distortion of the distributions used to extract the W boson mass. In particular, the ↵0 and the Gµ II schemes have
the same sharing, despite of the di↵erent normalization.

Now we consider the matching of NLO-EW results with a QED PS, as described in eq. (1). It is worth noticing
that the sharing of the di↵erent photon multiplicities is the same in the three schemes discussed above, as can be
deduced from the facts that the FH,i factors are the same and FSV is factorized. As a consequence, we expect that
the sensitivity of the matched cross section as given by eq. (1) to the input scheme choice is reduced w.r.t. the pure
O(↵) prediction. We stress that the FSV factor is not constant with respect to the kinematical invariants, but it has
a mild dependence on them and thus it can still modify the shape of the distributions.

While eq. (1) describes the structure of a purely EW event generator, it is interesting to consider how the input
parameter choices a↵ect the predictions of Powheg, whose formulation is shown in eq. (5), where QCD and EW
corrections are mixed. The EW virtual corrections and all the terms associated with the renormalization are included
in the factor B̄(�n). Similarly to the purely EW case, this factor has a mild dependence on the event kinematics and
it rescales in the same way all the real parton multiplicities.

B. Mixed O(↵↵s) corrections

Due to the factorization properties of the IR soft/collinear singularities of QCD and QED origin, the available
generators, used to extract MW by fitting the experimental data, e↵ectively include the leading structures of the
factorized mixed QCD-EW corrections. It is therefore important to investigate the role of the O(↵↵s) terms included
in these generators and to attempt an estimate of the impact on MW of the residual O(↵↵s) corrections which are
not available in the codes.

The distributions predicted by the code adopted in the Tevatron analysis, i.e. ResBos+ Photos, include the
e↵ects, in a factorized form, of initial state QCD corrections and of final state QED corrections. In the present study
we consider a similar combination, which is obtained in Powheg-v2 code with NLO (QCD+EW) corrections, by
switching o↵ NLO EW corrections and by including QED-LL final-state corrections to all orders by means of Photos
or Pythia8 (for the latter code we dub the corresponding routines Pythia-qed, to distinguish them from the QCD
ISR PS); this combination includes terms of order

↵s↵
�
c2L

2
QCD + c1LQCD + c0

�
(c11LQEDlQED + c10LQED + c01lQED) , (12)

where LQCD stands for the logarithm of the scale of the process Q2 over the square of the dimensionful observable
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 ● very large impact of initial-state QCD radiation on the ptlep distribution
 ● large radiative corrections due to QED final state radiation at the jacobian peak
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 ● very large impact of initial-state QCD radiation on the ptlep distribution
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 ● very large interplay of QCD and QED corrections redefining the precise shape of the jacobian peak
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 ● very large impact of initial-state QCD radiation on the ptlep distribution
 ● large radiative corrections due to QED final state radiation at the jacobian peak
 ● very large interplay of QCD and QED corrections redefining the precise shape of the jacobian peak

Interplay of QCD and QED corrections

NLO-QCD + QCDPS + QEDPS  is the lowest order meaningful approximation of this observable

the precise size of the mixed QCDxQED corrections (and uncertainties) depends on the choice for the QCD modelling
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Interplay of QCD and QED corrections

in  determination we need a control over the shape of the distributions at 0.1% level
here we have effects of O(few %)

how can we assess a reliable estimate of  1) the size of the mixed QCD-EW effects
                                                             2) the residual error on these effects                     ?

mW
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How can we appreciate the differences between a PS with or without matching with fixed-order?
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Figure 1: Relative e↵ect due to lepton pair corrections on theW transverse mass distribution, forW ! µ⌫
(left plot) and W ! e⌫ (right plot) decays at the Tevatron (

p
s = 1.96 TeV). The plot shows the relative

di↵erence between the Horace-3.1 predictions for multiple FSR with and without pair emission.

radiated particles, i.e. by electron pair emission, which is a direct consequence of Eq. (4). Around285

the Jacobian peak, the pair correction amounts to about 0.1÷ 0.2% for both the decay channels286

and modifies the shape of the transverse mass distribution, similarly to the e↵ect introduced by287

photon emission [17, 19,23,66].288

3.3 Powhegwith QCD and EW corrections289

The implementation of the CC DY process in Powheg is documented in [69], at NLO QCD290

accuracy. The extension to include both NLO QCD and NLO EW corrections for this process291

in Powheg is documented in [52] [53] [ [70] ?]. In this implementation, the overall cross section292

has NLO QCD � EW accuracy, and the real radiation can be of QCD as well as QED origin.293

According to the Powhegmethod, the cross section for a given process is written as:294

d� =
X

fb

B̄
fb(�n) d�n

(
�fb(�n, p

min

T
)

+
X

↵r2{↵r|fb}

⇥
d�rad ✓(kT � p

min

T
)�fb(�n, kT )R(�n+1)

⇤�̄↵r
n =�n

↵r

Bfb(�n)

)
(5)

The function B̄
fb gives the (QCD�EW) NLO inclusive cross section, and the term between295

curly brackets controls the hardest emission (for more details on the notation, see [67]). The296

inclusion of NLO EW corrections, with respect to the version including only QCD corrections,297

amounts to a modification of B̄fb in order to include the virtual and real QED contributions, and298

the addition of subtraction couterterms and collinear remnants corresponding to the new singular299

regions, i.e. the ones associated with the emission of a soft/collinear photon by a hard scattering300

quark or a soft photon by the final state lepton. It is worth reminding that in [52] [53] the final301

state leptons have been treated with full mass dependence, in order to deal in a proper way with all302

8

POWHEG NLO-(QCD+EW) 

QED and QCD competing in the algorithmic simulation of real radiation

the original version of the POWHEG describes radiation in two steps:
        - the hardest emission (in ) is emitted according to the above probability distribution {}
        - all subsequent emissions are emitted via Parton Shower in the remaining available phase space

the decision about emitting a parton is taken using the Sudakov form factor as emission probability density
the probability that a (hard) photon successfully passes the Sudakov test is suppressed compared to the gluon  

if we generate with POWHEG only the hardest parton,  only one parton,  it will be in 99.5% of the cases a gluon
   → the photon radiation never benefits of the exact matrix element corrections !!!  the photon spectrum is pure QED PS

   →  Solution:  use a resonance-aware approach to describe the gauge-boson production and decay

pT

Qfα ≪ CFαs
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QED and QCD competing in the algorithmic simulation of real radiation
Two-rad approach to describe the gauge-boson production and decay  simplified “resonance-aware” treatment    

1) QCD emissions take place in the production process of the gauge boson 
      → we apply the POWHEG algorithm to decide the hardest parton ;   it is ok if we get almost only gluons

2)  The typical interaction time for QCD emissions is smaller than the lifetime of the intermediate gauge boson
     The subsequent gauge-boson decay has thus a distinct Monte Carlo history

3)  We can apply, in a separate independent way, the algorithm to emit the hardest photon, without competing with gluons
     → we always get a hardest photon; the algorithm only chooses its 

4) We always use the exact matrix elements, including photon radiation from all charged legs (no approximations)
    The resonance aware sampling improves the phase-space sampling, filling regions which would remain empty

pT
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1. POWHEG-V2 two-rad improved version
for DY processes

The above brief description of the POWHEG code for the
CC DY process applies to the library W_EW-BMNNP svn
revision 3369 (the same applies to Z_EW-BMNNPV svn
revision3370 for theNCDYprocess). In the treatment of both
QCD and ISR/FSR QED radiations there is a potential pro-
blem at the level of event generation, which can become phe-
nomenologically important for some exclusive observables.
In fact, the largest transverse momentum of a colored

parton or photon, extracted by means of the Sudakov form
factor, sets the maximum scale of the (QCD and QED) PS
radiation.Onaverage, the scale ofQCDradiation, obtainedby
the inversionof the ISRSudakov form factor, is larger than the
one of QED FSR, obtained by the inversion of the QED FSR
Sudakov form factor. As a consequence, the POWHEG first
radiation is typically a QCD parton which sets the scale for
both QCD and QED PSs. This approximation provides a
correct treatment of higher-orderQEDandmixedQCD-QED
corrections at the leading-log level but introduces spurious
Oðα2Þ andOðααsÞ contributionsbeyond the collinear limit, at
the next-to-leading-log (NLL) level. Such contributions are
beyond the NLOPS accuracy of the POWHEG versions
developed in Refs. [65,66] but they may become important
for those observables particularly sensitive to final state QED
radiation, as shown in the following.
A way out of this problem is provided by the general

treatment of the NLOPS matching of Ref. [13] in the
presence of radiation from final state resonances.
According to this approach, the competition between
QCD and QED radiation is present only in the initial state.
The QED radiation from the W resonance is treated sepa-
rately and, in particular, the hardest photon scale, obtained
through the inversion of the FSRQED Sudakov form factor,
is kept as input to theQEDPS from the resonance.Moreover,
the events generated by the current release of POWHEG-
BOX-V2 (W_EW-BMNNP svn revision 3375 and Z_EW-
BMNNPV svn revision 3376) can contain up to two radiated
particles (one ISR parton/photon and one FSR photon) and
the information about the two ISR and FSR scales. For this
reason the matching with the QCD and QED PSs has been
modified with respect to the original version described in
Sec. III C. We have modified the POWHEG-V2/W_EW-
BMNNP code according to the approach of Ref. [13]7,8;

we dub two-rad the results obtained with this improved
version.
In Fig. 2 we show the lepton-neutrino invariant mass,

which is the most sensitive observable to different treat-
ments of QED radiation, since the relative QED correction
can become very large for this distribution, up to 60% of the
lowest order prediction, as can be seen from the inset of the
figure. The blue dots represent the relative difference
between the predictions of POWHEG-V2 with NLO QCDþ
EW corrections interfaced to PYTHIAþPHOTOS and the
predictions of POWHEG-V2 with only NLO QCD correc-
tions interfaced to PYTHIAþPHOTOS. As can be seen, the
differences start around the W mass peak and reach the
maximum (∼2%) atMðμþνÞ≃ 70 GeV. The red dots show
the corresponding difference for the two-rad upgraded
version of POWHEG-V2. With respect to the predictions of
POWHEG-V2 with only NLO QCD corrections interfaced to
PYTHIAþPHOTOS, there is a moderate slope but the relative
effects are well below the percent level in the region around
the W mass peak, where the bulk of the cross section is
concentrated. The same relative difference is investigated in
Fig. 3 for the W transverse mass (left plot) and for the
lepton transverse momentum (right plot). Since the QED
corrections to these two observables are smaller with
respect to the ones for the lepton-pair invariant mass, the
differences between the POWHEG-V2 standard version and
the two-rad upgraded one are much smaller. However,
we can note a difference reaching the 0.5% level on the
transverse mass around the Jacobian peak and a mild slope
in the lepton transverse momentum distribution. These
different shapes are at the origin of the differences of the
shifts ΔMW discussed in Sec. VI D 4.
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FIG. 2. Relative difference, for the μþν invariant mass distri-
bution, normalized to the prediction of POWHEG-V2 with NLO
QCD corrections interfaced to the PYTHIA QCD PS, of two
different implementations of EW corrections: predictions of
POWHEG-V2 two-rad with NLO QCDþ EW corrections
(red dots), and of the old version of POWHEG-V2 with NLO
QCDþ EW corrections (blue dots). Both codes are interfaced to
the PYTHIA QCD PS and to PHOTOS. For reference, the EW
corrections normalized to the LO are reported in the insets.

7A general POWHEG-BOX-RES version, able to treat in an
automatic way arbitrary processes with resonances, is under
development. It has already been applied to the simulation of
t-channel single-top production [13] and pp → lþνll−ν̄lbb̄
[108]. For the DY case we simply modify the V2 process
libraries, since other subtleties related to the presence of reso-
nance and additional particles in the final state do not affect the
DY processes. In any case, the DY process libraries will be also
available under the POWHEG-BOX-RES version.

8Similar considerations hold also for the Z_EW-BMNNPV
package.
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Impact of a resonance-aware treatment

become negligible when PHOTOS and PYTHIA are matched
with POWHEG-V2 two-rad with NLO (QCDþ EW)
accuracy. This better agreement is expected, because the
first photon emission is now described with the exact
matrix elements in both cases and differences start atOðα2Þ
and are subleading, i.e. without a LQED logarithmic
enhancement. The same pattern as for the lepton-pair
invariant mass can be observed in Fig. 10 for the lepton-
pair transverse mass and lepton transverse momentum, but
all the effects are smaller in size.

VI. IMPACT OF RADIATIVE CORRECTIONS ON
THE MW DETERMINATION

A. Template fitting method and simulation details

At the Tevatron, the W-boson mass is determined by a
template fit to the lepton-pair transverse mass (MT), charged
lepton transverse momentum (pl

T), or missing transverse
energy (ET) distributions, and a similar strategy is being
implemented at the LHC. In this procedure, distributions are
generated assuming a given theoretical model, for different
values of MW , and compared to data. The value of MW is
extracted as the one which gives the best agreement between
the predicted and measured distributions.
In order to propagate the effect of the different theoretical

corrections to the MW extraction, we use a procedure
inspired by the experimental one described above. We work
with large MC samples, generated with different theoretical
options, and use one in order to generate “templates”
(predicted distributions for different input values of MW),
and the others as “pseudodata” (distribution that will be
probed by the templates).
All the samples are initially generated with the same

input value for the W-boson mass, namely MW;0 ¼
80.398 GeV and a fixed value of the width, ΓW ¼
2.141 GeV. In order to produce the templates, we perform
a reweighting of the distributions, assuming that the only
dependence on MW comes from the relativistic Breit-
Wigner shape of the W resonance,

dσ
dŝ

∝
1

ðŝ −M2
WÞ2 þM2

WΓ2
W
; ð14Þ

where ŝ is the reduced squared c.m. energy. Notice that this
is correct as long as the distributions are generated at LO
accuracy in the treatment of EW corrections (further QCD
corrections do not change this dependence), as we do in
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FIG. 9. Comparison of different approximations of the μþν
invariant mass distribution simulated at the LHC 14 TeV with
acceptance cuts as in Table XII. Relative difference of the
predictions obtained with PHOTOS compared to the ones with
PYTHIA-QED as tools to simulate QED FSR effects. The com-
parison is based on results computed with POWHEG-V2 with only
QCD corrections interfaced to PHOTOS or PYTHIA-QED (black
dots) and on results computed with POWHEG-V2 two-rad with
NLO (QCDþ EW) corrections, matched to PHOTOS or PYTHIA-
QED (blue dots).
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FIG. 10. Same as in Fig. 9 for the lepton-pair transverse mass (left plot) and for the lepton transverse momentum (right plot)
distributions.
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2 versions of POWHEG NLO-(QCD+EW)+(QCD+QED)-PS
   in units      POWHEG NLO-QCD          +(QCD+QED)-PS 

Impact of neglecting vs including the matrix-element corrections
Impact of the QED showering model:
PHOTOS vs Pythia-QED

( POWHEG NLOPS-QCD +PHOTOS ) / 
      ( POWHEG NLOPS-QCD +Pythia-QED )  

( POWHEG NLO-(QCD+EW)+QCDPS +PHOTOS ) / 
      ( POWHEG NLO-(QCD+EW)+QCDPS +Pythia-QED )  
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An excursus on resonance-aware simulations

Problems in POWHEG of algorithmic nature in the simulation of processes with resonance or several different scales

Radiation can bring the a configuration of momenta above a resonance to another one below, 
with drastic changes in the weight associated to the event

    1) IR subtraction terms (FKS, CS) do not preserve the virtuality of the resonance spoiling the efficiency of IR cancellations
          → severe convergence problem

    2)  The Sudakov form factor          

         may feature very different ratios R/B, because of  the interplay of the radiation with the resonance 
         leading to large distortions of the kinematical distributions

A solution is achieved by exploiting the idea of Monte Carlo history
   forcing all the emissions stemming from one resonance to be generated at fixed virtuality of the resonance

      → optimisation of the IR cancellations
      → sensible way of filling the phase-space in a physically motivated way

Δ(ΦB, pT) = exp {−∑
α

∫kT>pT

R(Φα)/B(ΦB) dΦα
rad}
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Given one experimental kinematical distribution
  · we compute the corresponding theoretical distribution for several hypotheses of one Lagrangian input parameters (e.g. )
  · we compute, for each  hypothesis, a   defined in a certain interval around the jacobian peak (fitting window)
  · we look for the minimum of the  distribution
The  value associated to the position of the minimum of the  distribution is the experimental result

mW
m(k)

W χ2
k

χ2

mW χ2

 determination at hadron colliders: template fittingmW
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R
pl
⊥

[GeV]
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R = MW=80.398

MW,i

∆MW = 2 MeV
∆MW = 10 MeV
∆MW = 20 MeV

A determination at the  level requires 
a control over the shape of the distributions at the per mille level

The theoretical uncertainties of the templates 
contribute to the theoretical systematic error on 

   -  higher-order QCD  

   -  non-perturbative QCD 

   -  PDF uncertainties

   -  heavy quarks corrections                   

   -  EW corrections

10−4

mW
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The template fitting procedure is acceptable if the data are described by the theoretical distribution with high quality
Template fitting: description of the single lepton transverse momentum distribution

Scale variation of the NNLO+N3LL prediction for ptlep  
provides a set of equally good templates 
but the width of the uncertainty band is at the few percent level 
a factor 10 larger than the naive estimate would require !

→ data driven approach
     a Monte Carlo event generator is tuned to the data in NCDY ( )
     for one QCD scale choice
                                                    ↓
     the same parameters are then used to prepare the CCDY templates
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⊥
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The template fitting procedure is acceptable if the data are described by the theoretical distribution with high quality
Template fitting: description of the single lepton transverse momentum distribution

Scale variation of the NNLO+N3LL prediction for ptlep  
provides a set of equally good templates 
but the width of the uncertainty band is at the few percent level 
a factor 10 larger than the naive estimate would require !

→ data driven approach
     a Monte Carlo event generator is tuned to the data in NCDY ( )
     for one QCD scale choice
                                                    ↓
     the same parameters are then used to prepare the CCDY templates
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FIG. S36: Differences between the data and simulation, divided by the expected statistical uncertainty, for the mT

distributions in the muon (left) and electron (right) channels.
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FIG. S37: Differences between the data and simulation, divided by the expected statistical uncertainty, for the p!T
distributions in the muon (left) and electron (right) channels.
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distributions in the muon (left) and electron (right) channels.
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inputs, χ2/dof and the probability of obtaining a χ2/dof at least as large, are summarized in Table S9.

B. Consistency checks

We compare the electron and muon p!T fit results obtained from subsamples of the data chosen to enhance possible
residual instrumental effects (Table S10). The uncertainty on the difference between the W+ → µ+ν and W− → µ−ν
fits includes the uncertainty due to the COT alignment (the uncertainty in the intercept of the linear fit in Fig. S6),
which contributes to this mass splitting. The mass fit differences for the electron channel are shown with and without
applying an E/p-based calibration from the corresponding subsample. The stability of the momentum and energy
scales is verified by performing Z-boson mass fits in subsamples separated in chronological time (indicated by run
number in Table S10).

We additionally test the stability of the mass fits as the fit ranges are varied. The variations of the fitted mass values
relative to the nominal results are consistent with expected statistical fluctuations, as shown in Figs. S39-S41 [107].

CDF collaboration, Scince 376, 170-176 (2022)    	 Eur.Phys.J.C 78 (2018) 2, 110, Eur.Phys.J.C 78 (2018) 11, 898 (erratum) 
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The template fitting procedure is acceptable if the data are described by the theoretical distribution with high quality
Template fitting: description of the single lepton transverse momentum distribution

Scale variation of the NNLO+N3LL prediction for ptlep  
provides a set of equally good templates 
but the width of the uncertainty band is at the few percent level 
a factor 10 larger than the naive estimate would require !

→ data driven approach
     a Monte Carlo event generator is tuned to the data in NCDY ( )
     for one QCD scale choice
                                                    ↓
     the same parameters are then used to prepare the CCDY templates
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A data driven approach improves                the accuracy of the model      ( i.e. its ability to describe the data )
                                   does not improve   the precision of the model     ( the intrinsic ambiguities in the model formulation )      

What are the limitations of the transfer of information from NCDY to CCDY ?
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Impact of mixed QCD-QED corrections in the  determinationmW
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of muons; for recombined electrons the shifts are of the size of ⇠ 1 ± 2 MeV and

⇠ 1± 4 MeV for MT and p
l

T
, respectively.

These results show that a QED-LL approach without matching is more accurate,

at the level of precision required for the MW determination, when QED FSR is

simulated with Photos (line 2). The small di↵erence between the shifts obtained

with Photos with and without matching with the NLO EW results can also be

understood from figure 8, where the relative impact of the EW e↵ects in the two

cases is almost identical.

These comparisons can be considered as a measure of the accuracy inherent in the use

of a generator given by a tandem of tools like ResBos+Photos (like in the present

Tevatron measurements) in the sector of mixed QCD-EW corrections.

The assessment of the uncertainty for the Tevatron as explained in the third item

above, is, in our opinion, one of the most important and original aspects of our study.

6.4.3 Results for the LHC

In this section we present the results for a similar analysis to the one addressed in Sec-

tion 6.4.2, but under LHC conditions. The details of the event selection are shown in

table 11, and the corresponding mass shifts in table 12.

Process pp ! W
+
! µ

+
⌫,

p
s = 14 TeV

PDF MSTW2008 NLO

Event selection |⌘
`
| < 2.5, p`

T
> 20 GeV, p

⌫

T
> 20 GeV, p

W

T
< 30 GeV

Table 11. Event selection used for the study of QED and mixed QCD-EW e↵ects at LHC.

pp ! W
+,

p
s = 14 TeV MW shifts (MeV)

Templates accuracy: NLO-QCD+QCDPS W
+
! µ

+
⌫ W

+
! e

+
⌫(dres)

Pseudodata accuracy QED FSR MT p
`
T MT p

`
T

1 NLO-QCD+(QCD+QED)PS Pythia -95.2±0.6 -400±3 -38.0±0.6 -149±2

2 NLO-QCD+(QCD+QED)PS Photos -88.0±0.6 -368±2 -38.4±0.6 -150±3

3 NLO-(QCD+EW)+(QCD+QED)PStwo-rad Pythia -89.0±0.6 -371±3 -38.8±0.6 -157±3

4 NLO-(QCD+EW)+(QCD+QED)PStwo-rad Photos -88.6±0.6 -370±3 -39.2±0.6 -159±2

Table 12. W mass determination for muons and dressed electrons at the LHC 14 TeV in the
case of W+ production. MW shifts (in MeV) due to multiple QED FSR and mixed QCD-EW
corrections, computed with Pythia-qed and Photos as tools for the simulation of QED FSR
e↵ects. Pythia-qed and Photos have been interfaced to Powheg-v2 with only QCD corrections
(lines 1 and 2) or matched to Powheg-v2 two-rad with NLO (QCD+EW) accuracy (lines 3 and
4). The templates have been computed with Powheg-v2 with only QCD corrections. The results
are based on MC samples with 4⇥108 events.

Similar remarks on the comparison between Pythia-qed and Photos, as well as on

mixed QCD-EW corrections, apply in this case. However, further considerations can be

– 35 –

Huge impact of QED and mixed QCD-QED corrections 
in the  determination
What is the theoretical uncertainty on this estimated shift ? 

mW

POWHEG simulation NLO QCD+EW +QCDPS + QEDPS
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How can we improve the estimate of mixed QCD-EW effects ?
Improve the calculations of fixed-order perturbative corrections

                                                      
                                                                           
                                                                           
                                                                          

σ(h1h2 → ℓℓ̄ + X) = σ(0,0)+
αs σ(1,0) + α σ(0,1)+
α2

s σ(2,0) + α αs σ(1,1)+α2 σ(0,2)+
α3

s σ(3,0) + . . .
 :  NC-DY   R.Bonciani, L.Buonocore, M.Grazzini, S.Kallweit, N.Rana, F.Tramontano, AV, (2021)  T.Armadillo, R.Bonciani, S.Devoto, N.Rana, AV, (2022)

                                     F.Buccioni, F.Caola, H.Chawdhry, F.Devoto, M.Heller, A.von Manteuffel, K.Melnikov, R.Röntsch, C.Signorile-Signorile, (2022)

           CC-DY   T.Armadillo, R.Bonciani, S.Devoto, N.Rana, AV, (2024) 

σ(1,1)
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How can we improve the estimate of mixed QCD-EW effects ?
Improve the calculations of fixed-order perturbative corrections

                                                      
                                                                           
                                                                           
                                                                          

σ(h1h2 → ℓℓ̄ + X) = σ(0,0)+
αs σ(1,0) + α σ(0,1)+
α2

s σ(2,0) + α αs σ(1,1)+α2 σ(0,2)+
α3

s σ(3,0) + . . .

Match the fixed-order perturbative corrections with all-orders results in a joint QCD-QED resummation

L.Buonocore, L.Rottoli, P.Torrielli, arXiv:2404.15112

Matching in full QCD-EW SM at  N3LL’-QCD + NLL’-EW + nNLL’-mixed   accuracy
     including QED effects from all charged legs     

    

Matching with the exact NNLO QCD-EW will be needed to reach full NNLL-mixed
  → Reliable estimate of the reduced residual theoretical uncertainties

region), where the prediction starts being dominated by the fixed-order component. In this region
one also expects that the inclusion of non-factorisable O(↵s↵) QCD-EW effects, not considered in
our results, may play a role.
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Figure 4. Matched spectra for the positively charged muon transverse momentum in neutral-current DY.
Left panel: perturbative progression including QCD and EW effects. Right panel: effect of EW corrections
on top of the QCD baseline.

In Fig. 4 we display differential predictions with respect to the transverse momentum p
µ

+

t
of the

positively charged muon. The inclusion of resummation effects is necessary to provide a physical
description of this observable [167] due to its sensitivity to soft radiation for p

µ
+

t
' m

µµ
/2. The

pattern of the figure is identical to that of Fig. 3, with the perturbative progression displayed in the
left panel, and the impact of EW effects in the right panel. At variance with the di-muon transverse
momentum, the p

µ
+

t
spectrum is non-trivial already at Born level, hence we expect relatively milder

perturbative corrections, and a solid perturbative stability across its entire phase space. This is
what we find inspecting the left panel. Increasing QCD and EW formal accuracy (green vs purple)
amounts to marginally lowering the jacobian peak and raising the tail at the level of roughly 5%.
The inclusion of yet higher-order QCD resummation continues the trend, with a further few-%
distortion. Theoretical uncertainty bands are found to reliably cover the central predictions of
the next perturbative orders, both below and above the peak. The upgrade in formal accuracy
has the visible effect of reducing the residual uncertainty, down to the level of ±2% (±4%) below
(above) peak. As stated above, we expect however that a matching at O(↵s↵), not included in
our predictions, will have a numerical impact on the p

µ
+

t
distribution. This may exceed the quoted

perturbative uncertainty, especially around the jacobian peak, due to genuine mixed effects which
are not captured by scale variations.

The right panel of Fig. 4 shows how the jacobian peak in p
µ

+

t
is exposed to the interplay of QCD

and EW effects. Including the latter has a clearly visible impact on the distribution, lowering the
spectrum by as much as 20% at pµ

+

t
' mZ/2, in a way that by no means can be approximated by a

constant rescaling factor. The shape of the correction is compatible with what observed in [168] (see
Fig. 24) in the context of a comparative study among event generators with QED resummation.
In our case, the prediction including EW effects lies outside of the pure-QCD uncertainty band
in the whole peak region, roughly from 35 GeV to 55 GeV. This accentuates what was observed
in the right panel of Fig. 3 at small pµµ

t
, highlighting the need for EW corrections for a complete

description of this observable.
The di-muon transverse mass m

µµ

t
, displayed in Fig. 5, follows a similar pattern as the muon

transverse momentum in Fig. 4. A solid perturbative convergence is observed in the left panel,

– 12 –

 :  NC-DY   R.Bonciani, L.Buonocore, M.Grazzini, S.Kallweit, N.Rana, F.Tramontano, AV, (2021)  T.Armadillo, R.Bonciani, S.Devoto, N.Rana, AV, (2022)

                                     F.Buccioni, F.Caola, H.Chawdhry, F.Devoto, M.Heller, A.von Manteuffel, K.Melnikov, R.Röntsch, C.Signorile-Signorile, (2022)

           CC-DY   T.Armadillo, R.Bonciani, S.Devoto, N.Rana, AV, (2024) 

σ(1,1)



Phenomenology of Neutral Current Drell-Yan including exact NNLO QCD-EW corrections
R.Bonciani, L.Buonocore, S.Devoto, M.Grazzini, S.Kallweit, N.Rana, F.Tramontano, AV,   arXiv:2106.11953 , Phys.Rev.Lett. 128 (2022) 1, 012002  and work  in preparation

Large effects below the Z resonance (the factorised approximation fails)                 →  impact on the  determination

Large effects O(several %) above 1 TeV,  with O(1%) non-factorizable contributions  →  impact on SMEFT studies

sin2 θeff
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Photons in the proton

37

Quarks are electrically charged → they interact inside the proton → photon is a parton inside the proton (with its density)

Any hard scattering process with electrically charged initial state partons implies QED ISR → collinear divergences

The initial state collinear divergences are factorized and reabsorbed in the physical proton PDFs

Every time we include QED ISR effects, we must use proton PDFs with QCD+QED evolution kernels

e.g.    

at LO contributions from  
                                       

both partonic cross sections are of 
the  process is suppressed by the small PDF luminosity

σ(pp → μ+μ− + X)

qq̄ → μ+μ−

γγ → μ+μ−

𝒪(α2)
γγ
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Mixed QCD and EW effects in proton PDFs

a

b

l

l̄

 ●  two possible DGLAP evolutions of proton PDFs:     - pure QCD 
                                                                                 - including QED and mixed QCD-QED kernels

 ●  the inclusion of a photon density in the proton  “subtracts” momentum to quarks and gluons 
           → reduced xsecs            → compensated by new photon-induced partonic channels

NNPDF4.0 aN3LO PDFs with QED corrections Juan Rojo
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Figure 2: Comparison of the NNPDF4.0 NNLO and aN3LO fits, with and without QED corrections, at
& = 100 GeV and normalised to the central value of the aN3LO set. Bands indicate the 68% CL uncertainties.

One can also briefly assess the implications of the combined NNPDF4.0 sets listed in Table 1
for LHC phenomenology. To this end, in Fig. 3 we revisit the perturbative convergence analysis
of representative inclusive cross-sections considered in [27] at the LHC with

p
B = 13.6 TeV.

We display Higgs production in gluon fusion, in associated production with / bosons, and ,+

production at NLO, NLO, and N3LO. For the N3LO calculations, we also display predictions
based on the QED variants of the NNPDF4.0 and MSHT20 aN3LO sets. For this comparison, one
observes that the qualitative impact of adding QED corrections to the aN3LO sets is the same in the
two determinations, namely a moderate reduction in the central values of the cross-sections by an
amount well contained within the theory uncertainty band.
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Diboson production: NNLO-QCD + NLO-EW corrections
M.Grazzini, S.Kallweit, J.Lindert, S.Pozzorini, M.Wiesemann, arXiv:1912.00068

  - large QCD and EW corrections need a consistent combination to achieve O(1%) precision → Matrix+OpenLoops
  - comparison of additive vs multiplicative combinations of QCD and EW effects, to estimate mixed QCD-EW missing corrections
  - differences between 1) hard-hard boson regions and  2) (hard boson, hard jet, soft boson) regions
      in 1) good convergence of the QCD expansion and factorisation of the EW Sudakov logs
      in 2)  “giant” K-factors, large EW Sudakov logs, large photon-induced contributions  compete to the final result

        → non-trivial estimate of the remaining uncertainties
             jet-vetoes milden the “giant” K-factor and enhance the sensitivity to tri- and quadri-linear couplings
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Figure 8. Distribution in the transverse momentum of the harder reconstructed vector boson for
the processes (3.1)–(3.3) at 13TeV. Baseline cuts are applied without jet veto. Plot format and
predictions as in figure 6.

The EW corrections to the mV V distribution are negative, and in the tails they grow

like double Sudakov logarithms. However, their impact is less pronounced than for the

pT,V2 distribution in figure 6. This is due to the fact that diboson production at large mV V

is dominated by t- and u-channel topologies where the gauge bosons are mainly emitted

in the forward/backward regions, and the scales t, u that enter Sudakov logarithms are

well below mV V . The largest EW corrections are found in the ZZ channel, where they

amount to −15% at 1TeV. In the combination of QCD and EW corrections the difference

between additive and multiplicative prescriptions is similarly large as NNLO QCD scale

uncertainties, and depending on the process it can reach up to 10–20% in the multi-TeV

region. For WW and WZ production we also find a difference of up to 5% between the

two factorised prescriptions. This effect can be attributed to photon-induced γq → WV q

channels, where the topologies with t-channel W bosons that couple to the initial-state

photons (see e.g. figure 4 l) yield a significant (positive) NLO EW contribution.

The distribution in the transverse momentum of the harder vector boson, presented

in figure 8, shows a completely different behaviour of the higher-order effects.15 At

100GeV, the NLO QCD corrections are as large as a factor two, and their size grows

with pT,V1 reaching five to twenty times the LO cross section at 2TeV. These giant NLO

K-factors are driven by hard-V j subprocesses, where the recoil of the harder vector bo-

15Fiducial cross sections that quantify the corrections observed in the tails of figure 8 are listed in ap-

pendix A.
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which involves O(α4) contributions from the qq̄ and γγ channels.6 Higher-order QCD

contributions can be cast into the form

dσNNLOQCD = dσLO
(
1 + δQCD

)
+ dσgg

LO , (2.4)

where dσgg
LO is the O(α2

Sα
4) contribution of the loop-induced gg channel, and all other

QCD corrections are embodied in the correction factor δQCD, which includes the O(αS)

and O(α2
S) corrections of the qq̄, qg/q̄g, gg and qq/q̄q̄ channels.7 Similarly, the NLO EW

cross section can be written as

dσNLOEW = dσLO (1 + δEW) , (2.5)

where all O(α) corrections in the qq̄, γγ and qγ (including q̄γ is implicitly understood)

channels are incorporated into the factor δEW. For the combination of QCD and EW

corrections we consider three different prescriptions.

NNLO QCD+EW. The first prescription amounts to a purely additive combination,

dσNNLOQCD+EW = dσLO
(
1 + δQCD + δEW

)
+ dσgg

LO , (2.6)

where all terms of O(α4), O(αSα4), O(α5) and O(α2
Sα

4) are simply summed.

NNLO QCD×EW. As a possible approximation of the mixed QCD-EW higher-order

corrections we consider the factorised combination

dσNNLOQCD×EW = dσLO
(
1 + δQCD

)
(1 + δEW) + dσgg

LO , (2.7)

where the EW correction factor is applied to the entire NNLO QCD cross section except for

the loop-induced gg channel, for which the EW corrections δEW of the qq̄ and γγ channels

are not applicable. The prescription (2.7) can also be written in the form

dσNNLOQCD×EW = dσNNLOQCD+EW + dσLOδQCD δEW . (2.8)

Thus, the factorised combination (2.8) generates extra O(αSα) and O(α2
Sα) mixed QCD-

EW corrections. Provided that the dominant sources of QCD and EW corrections factorise,

such terms can be regarded as a reasonable approximation of mixed QCD-EW effects. For

instance, at scattering energies Q " MW this assumption is justified when EW effects are

dominated by Sudakov logarithms, and the dominant QCD effects arise at scales well below

Q, factorising with respect to the underlying hard-V V process. In such cases, the factorised

prescription (2.7) should be regarded as a superior prediction as compared to the additive

combination (2.6).

6Note that the γγ channel contributes only to ZZ and WW production. The same holds for the gg

channel contributing at NNLO QCD.
7Here and in the following, higher-order contributions (or terms) of O(αn

Sα
4+m) are also referred to as

corrections (or effects) of O(αn
Sα

m).
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Q, factorising with respect to the underlying hard-V V process. In such cases, the factorised

prescription (2.7) should be regarded as a superior prediction as compared to the additive
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NNLO QCD×EWqq. As a motivation for an alternative combination, let us highlight

the role of individual partonic channels in the factorised formula (2.7). To this end we

rewrite the QCD corrections as

dσNNLOQCD = dσqq̄
LO

(
1 + δqq̄QCD

)
+ dσγγ

LO + dσgg
LO , (2.9)

where δqq̄QCD includes the same QCD corrections as δQCD, but is normalised to the LO cross

section in the qq̄ channel. Moreover we split the EW corrections into contributions from

the qq̄ and γ-induced channels,

dσNLOEW = dσqq̄
LO

(
1 + δqq̄EW

)
+ dσγγ

LO

(
1 + δγγ/qγEW

)
. (2.10)

Here in the factor δqq̄EW we include only O(α) corrections from the qq̄ channel, whereas all

other O(α) effects stemming from the γγ and qγ channels8 are included in the factor δγγ/qγEW .

Using the notation of eqs. (2.9)–(2.10) we can rewrite the factorised formula (2.7) as

dσNNLOQCD×EW =
[
dσqq̄

LO

(
1 + δqq̄QCD

)
+ dσγγ

LO

]
(1 + δEW) + dσgg

LO , (2.11)

where the EW K-factor corresponds to

δEW =
δqq̄EWdσqq̄

LO + δγγ/γqEW dσγγ
LO

dσqq̄
LO + dσγγ

LO

, (2.12)

and can be regarded as the weighted average of the corrections in the qq̄ and γγ channels.

The representation (2.11) demonstrates that the factorised combination does not induce

any O(αS) effect in the γγ and gg channels. The only nontrivial factorised correction arises

from the term δqq̄QCDδEW, where QCD corrections to the qq̄ channel are combined with the

average EW corrections in the qq̄ and γγ channels. The latter includes contributions from

qγ channels that can give rise to giant EW K-factors, in which case a factorised treatment

is not justified (see section 3.3 for a detailed discussion). For this reason we consider the

alternative combination formula

dσNNLOQCD×EWqq
= dσqq̄

LO

(
1 + δqq̄QCD

) (
1 + δqq̄EW

)
+ dσγγ

LO

(
1 + δγγ/qγEW

)
+ dσgg

LO , (2.13)

where the factorisation of EW corrections is restricted to the qq̄ channel, while photon-

induced channels and the loop-induced gg contribution are treated in an additive way. In

analogy with eq. (2.8), the prescription (2.13) can be rewritten as9

dσNNLOQCD×EWqq
= dσNNLOQCD+EW + dσLOδQCD δqq̄EW . (2.14)

8This ad-hoc splitting of EW corrections deserves some comments. As pointed out in ref. [43],

(anti)quark-photon channels have the twofold role of EW corrections to the qq̄ and γγ channels and are

connected to both channels via collinear singularities. Thus, they cannot be entirely associated with one

or the other channel. For this reason, eq. (2.10) should be understood as a purely technical separation of

qq̄ and γ-induced corrections, which can be adopted upon subtraction of collinear singularities (based on

dipole subtraction in our implementation). As discussed below, the choice of handling the qγ channels as

corrections to the γγ channel (rather than to the dominant qq̄ channel) is motivated by the fact that the

qγ channels can lead to giant EW K-factors that cannot be combined with the QCD corrections with a

factorised prescription.
9Note that dσLOδQCD = dσqq̄

LOδ
qq̄
QCD = dσNNLOQCD − dσLO − dσgg

LO. See eqs. (2.3)–(2.4) and (2.9).
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Figure 9. Observed mχ2

T2 and Emiss
T distributions in the (a) tt̄(0L) + Emiss

T and (b) jet+Emiss
T

analyses, respectively, compared with a representative DE signal and the post-fit background pre-
dictions. The error bands show the total statistical and systematic uncertainties of the background
predictions. Representative DE signal distributions are shown for L1 and L2 operators in (a) and
(b), respectively.

visible particles, thus requiring the presence of reconstructed objects such as jets or leptons,

covering a variety of kinematic regions. In some of the analyses described below, further

identification techniques are employed to select final states with top quarks.

Dijet. For this analysis [190] events with at least two small-R jets are selected if the pT of

the leading (sub-leading) jet is greater than 440 (60) GeV. The dijet selection requires a ra-

pidity difference |y∗| < 0.6 and the invariant mass of the dijet system to be mjj > 1.1 TeV.

The background estimation is obtained by fitting the falling mjj distribution. Bin widths

are chosen to approximate the mjj resolution, and thus are wider for higher masses. A

sliding-window fitting technique is used, where restricted regions of the spectrum are fitted

with a functional form. The background is constructed bin-by-bin by performing a likeli-

hood fit to the data in each window and using the fit value in the central bin for the back-

ground estimate. The values from the full set of windows are then combined to create the

background estimate for the full mass range. Model-independent limits on the visible cross-

section for a hypothetical signal that produces a Gaussian contribution to the mjj distribu-

tion (for several signal widths) are provided for this analysis (see appendix A of ref. [191]).

This analysis was performed in data corresponding to an integrated luminosity of 37.0 fb−1.

Dijet angular. A dijet selection can also be exploited to search for deviations from

the SM expectation in angular distributions, characteristic of wider resonances where the

nominal dijet search would lose sensitivity. A dijet angular analysis [190] is performed in

events with two jets following the pT requirements of the dijet search, but relaxing the

|y∗| requirement to 1.7. Due to different kinematics in this loosened selection, the mass

of the dijet pair is required to be mjj > 2.5 TeV. The analysis makes use of the variable
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Fig. 16 Comparison of additive (green) and multiplicative (red) com-
bination of (N)NLO QCD and nNLO EW corrections for various
pp → V+jet processes at 13 TeV. The red band corresponds to the

mixed QCD–EW uncertainty (77). The (N)NLO QCD result without
EW corrections is shown in blue. The combination at NLO QCD is
shown on the left and at NNLO QCD on the right

process-dependent components. The universal component
was taken to be composed of the overall scale and shape
uncertainties for the reference Z + jet process. The process-
dependent component, which is generally small, was deter-
mined by considering the difference between suitably nor-
malized K -factors for the different processes, Eq. (38). This
amounts to a conservative choice of taking the uncertainty on
ratios as the difference between the best available prediction
and the one at one order lower.

Special attention was devoted to the correlation of
Z/W+ jet and γ+ jet production. In that case a substantial
non-universal contribution is associated with the massless-
ness of the photon and the need to control collinear divergent
q → qγ radiation through a photon-isolation prescription.
We introduced a novel photon-isolation prescription with a
dynamically chosen isolation radius, Eq. (11), designed to
suppress q → γ q radiative effects in a way that is similar to
the effect of the masses of the Z and W bosons in the case
of q → Vq splittings at large pT. Such a dynamic isolation

allows one to split γ+jet production into a quasi-universal
part, which can be treated on the same footing as Z + jet
and W + jet production, and a non-universal part which is
kept uncorrelated. The non-universal part is given by the dif-
ference between the cross sections with conventional and
dynamic photon-isolation prescriptions.

For pure EW corrections we considered three uncer-
tainty sources for unknown higher-order contributions. These
address unknown Sudakov logarithms beyond NNLO and/or
NLL accuracy, as well as unknown hard (non-Sudakov) EW
corrections beyond NLO and process-correlation effects.

One potentially large source of uncertainty arises from
mixed QCD and EW corrections, given that both O(αS) and
O(α) NLO corrections can be large and that the O(ααS)

NNLO corrections are not currently known. We chose a mul-
tiplicative scheme for combining EW and QCD corrections.
To obtain an estimate of unknown O(ααS) corrections not
captured by this factorized Ansatz, we studied the NLO EW
corrections to V +2 jet production, which represent the real–

123

A background to dark matter searches

35

Precision for tails of kinematic distributions: direct searches for new physics 

35
→Theory precision is key to harness full potential of LHC data!

e.g.
DM
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vs.
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theory predictions+uncertainties 
for SM backgrounds
[JML, et.al., ‘17]

Figure 13. Exclusion (left) and discovery (right) contour lines for the 13 TeV LHC at the end of
the LHC Run2 (light red region) and of the HL-LHC (light blue region) assuming S/B>3%. For
the latter case also the case S/B>5% is shown. The region excluded by LUX and the projected
exclusion by XENON1T are also shown, together with the LEP limit on the �̃±

1 mass. M1 < �µ is
considered here.

for the exploration of the NSUSY parameter space.

5 Conclusions

In this paper we have explored the complementary potential of the Large Hadron Col-

lider and underground experiments to probe Dark Matter (DM) in the Natural Super-

symmetry (NSUSY) scenario. This study, which combines searches from di↵erent kinds

of experiments, has to be done in the context of a specific model, as (model-independent)

E↵ective Theory (EFT) approaches are very limited in scope, see e.g. the discussion in

Refs. [115, 116]. In particular the EFT approach is not applicable for well motivated

NSUSY scenario, which we study here, where DM has direct couplings to Standard Model

electroweak (EW) gauge bosons and the Higgs.

Current limits on simple SUSY scenarios are at the TeV range, in clear tension with

naturalness arguments and hence with the motivation for introducing SUSY in the first

place. A possible explanation for this situation is that the manifestation of SUSY is not

as simple as one expects, but there is more complexity in the structure of SUSY at high-

energies. Notwithstanding, one would still expect that the particles more directly related

to the tuning of the EW scale remain light in the spectrum. This leads to a generic

expectation that DM in NSUSY should have a sizeable Higgsino component.

While being theoretically attractive this scenario also represents a clear example of

how colliders and underground experiments can complement each other. Indeed, while
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Dark Matter invisible in  
detectors
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All possible channels of V+jet are studied as proxies to  at large 

The uncertainties in the SM predictions are due to missing exact  results 

pp → νν̄ + j pV
⊥
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QCD and EW interfering at LO
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≡ NLO1 + NLO2 + NLO3 + NLO4

When both interactions interfere at LO,  then the splitting into NLO-QCD and NLO-EW loses meaning
      orders               →  loop counting
      at a given order,  →   power countingαi

sαj
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Figure 2. Single-inclusive transverse momentum.

case of the single-inclusive jet transverse momentum pinclT (figures 2 and 3) in order to

be definite.

There are three panels in figure 2. The upper one presents the absolute values of the

three LO and the four NLO contributions to the cross section, as well as their sum; as

was previously mentioned, a solid (dashed) pattern indicates that the corresponding result

is positive (negative). The three LO results are displayed as histograms overlaid with

symbols: red with full diamonds for ΣLO1 , green with open boxes for ΣLO2 , and brown

with open circles for ΣLO3 . The four NLO results are associated with plain histograms:

blue for ΣNLO1 , purple for ΣNLO2 , yellow for ΣNLO3 , and cyan for ΣNLO4 ; the sum of all

contributions is represented by the black histogram. The middle inset presents the ratios

of the results shown in the upper inset, over the all-orders prediction; in other words, these

are the fractional contributions of the ΣLOi and ΣNLOi terms to the most accurate result
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dijet hadroproduction
Frederix,Frixione, Hirschi,Pagani, Shah,Zaro,  arXiv:1612.06548
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Gauge boson production and pole expansion

The presence of a resonance may help to organise the full amplitude in a hierarchical way

At the complex mass pole, the residue  and all the other coefficients  are gauge invariant

The expansion is expected to be accurate when 

The expansion helps to simplify loop calculations:  
     - the exchange of soft particles can be exactly computed
     - difficult massive diagrams can be discarded (enter in )

ℳ(q2) =
R(−1)(μ2)
q2 − μ2

+ R(0)(μ2) + (q2 − μ2)R(1)(μ2) + ⋯

R(−1)(μ2) R

q2 − μ2 ∼ # mΓ

R(0)(μ2)

resonant  → R(−1)(μ2) soft part   resonant.        
hard part  non-resonant  

→ R(−1)(μ2)
→ R(0)(μ2)

non-resonant  → R(0)(μ2)
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Figure 2: Absolute cross section σ (upper plots) and relative corrections δ (lower plots), as
defined in the text, to the total cross section without cuts for e+e− → νττ+µ−ν̄µ obtained
from the IBA, DPA, and the full O(α) calculation (ee4f). All predictions are improved
by higher-order ISR.

10

Charged current 4-fermion production and pole expansion
The pole expansion allows to separate

  - a double pole term describing 2 quasi-on shell Ws

    e.g.

  - a single pole term with one resonant W

     e.g.

  - a regular remainder

  - Motivated in some phase-space regions

  - Insufficient accuracy at the WW threshold,
     where  can be extracted with high precisionmW
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Figure 13: Transverse-momentum distributions of the electron (left) and of the charged-lepton
system (right) in pp → νµµ+e−ν̄e + X in the ATLAS WW setup. The lower panels show the
relative size of the EW corrections to the q̄q channels in our default setup compared to the result
based on the DPA.
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distributions shown in Fig. 13 for high transverse momenta.
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➡ sizeable differences in fully off-shell vs. double-pole approximation in tails
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Figure 1: Sample tree-level diagrams contributing at O(α4). The dominant q̄q channel (a,b)
defines the LO contribution, while the photon-induced γγ channel (c) is counted as a correction.

WW, WZ, and ZZ production [42]. Most recently, NLO EW calculations based on full 2 → 4
particle amplitudes, including all off-shell effects, have been presented for W-pair [43] and Z-pair
production [44] for four-lepton final states of different fermion generations (i.e. without identical
particle effects or WW/ZZ interferences). For Z-pair production, the off-shell effects include also
the contributions of virtual photons that cannot be separated from the Z-pair signal, but only
suppressed by using appropriate invariant-mass cuts. Note that these full off-shell calculations
are essential to safely assess the EW corrections below the WW and ZZ thresholds, i.e. in the
kinematical region where WW∗/ZZ∗ production appears as background to Higgs-boson analy-
ses. Moreover, a detailed comparison of the full four-lepton calculation [43] to the double-pole
approximation for W-boson pairs [41] revealed limitations of the latter approach for transverse-
momentum distributions of the leptons in the high-energy domain where new-physics signals
are searched for.

In Ref. [44] we have presented some selected results for the NLO EW corrections to off-shell
ZZ production in a scenario relevant for Higgs-boson studies. In this paper we provide more
detailed phenomenological studies in various phase-space regions relevant for LHC analyses
for pp → µ+µ−e+e− + X and completely new results on pp → µ+µ−µ+µ− + X, including
interference effects from identical final-state leptons. We follow the same concepts and strategies
as in Refs. [43, 44], i.e. finite-width effects of the Z bosons are consistently included using the
complex-mass scheme [45–47], so that we obtain NLO EW precision everywhere in phase space.
We also include photon-induced partonic processes originating from γγ or qγ/q̄γ initial states.

The paper is organized as follows: Some details on the calculational methods are presented
in Sec. 2. Phenomenological results for two different experimental setups are discussed in Sec. 3.
Our conclusions are given in Sec. 4.

2 Details of the calculation

2.1 Partonic channels

The leading-order (LO) cross sections of the two processes pp → µ+µ−e+e− + X and pp →
µ+µ−µ+µ− +X receive contributions from the quark–antiquark annihilation channels

q̄q/qq̄ → µ+µ−e+e−, µ+µ−µ+µ−, (2.1)

with q ∈ {u,d, c, s,b}. Sample diagrams for these channels, which are generically called q̄q
channels in the following, are shown in Figs. 1(a) and 1(b). Note that all LO diagrams involve
Z-boson and photon exchange only. There are LO channels with two photons in the initial state
as well,

γγ → µ+µ−e+e−, µ+µ−µ+µ−, (2.2)
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Figure 1: Sample tree-level diagrams contributing at O(α4). The dominant q̄q channel (a,b)
defines the LO contribution, while the photon-induced γγ channel (c) is counted as a correction.

WW, WZ, and ZZ production [42]. Most recently, NLO EW calculations based on full 2 → 4
particle amplitudes, including all off-shell effects, have been presented for W-pair [43] and Z-pair
production [44] for four-lepton final states of different fermion generations (i.e. without identical
particle effects or WW/ZZ interferences). For Z-pair production, the off-shell effects include also
the contributions of virtual photons that cannot be separated from the Z-pair signal, but only
suppressed by using appropriate invariant-mass cuts. Note that these full off-shell calculations
are essential to safely assess the EW corrections below the WW and ZZ thresholds, i.e. in the
kinematical region where WW∗/ZZ∗ production appears as background to Higgs-boson analy-
ses. Moreover, a detailed comparison of the full four-lepton calculation [43] to the double-pole
approximation for W-boson pairs [41] revealed limitations of the latter approach for transverse-
momentum distributions of the leptons in the high-energy domain where new-physics signals
are searched for.

In Ref. [44] we have presented some selected results for the NLO EW corrections to off-shell
ZZ production in a scenario relevant for Higgs-boson studies. In this paper we provide more
detailed phenomenological studies in various phase-space regions relevant for LHC analyses
for pp → µ+µ−e+e− + X and completely new results on pp → µ+µ−µ+µ− + X, including
interference effects from identical final-state leptons. We follow the same concepts and strategies
as in Refs. [43, 44], i.e. finite-width effects of the Z bosons are consistently included using the
complex-mass scheme [45–47], so that we obtain NLO EW precision everywhere in phase space.
We also include photon-induced partonic processes originating from γγ or qγ/q̄γ initial states.

The paper is organized as follows: Some details on the calculational methods are presented
in Sec. 2. Phenomenological results for two different experimental setups are discussed in Sec. 3.
Our conclusions are given in Sec. 4.

2 Details of the calculation

2.1 Partonic channels

The leading-order (LO) cross sections of the two processes pp → µ+µ−e+e− + X and pp →
µ+µ−µ+µ− +X receive contributions from the quark–antiquark annihilation channels

q̄q/qq̄ → µ+µ−e+e−, µ+µ−µ+µ−, (2.1)

with q ∈ {u,d, c, s,b}. Sample diagrams for these channels, which are generically called q̄q
channels in the following, are shown in Figs. 1(a) and 1(b). Note that all LO diagrams involve
Z-boson and photon exchange only. There are LO channels with two photons in the initial state
as well,

γγ → µ+µ−e+e−, µ+µ−µ+µ−, (2.2)
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Figure 13: Transverse-momentum distributions of the electron (left) and of the charged-lepton
system (right) in pp → νµµ+e−ν̄e + X in the ATLAS WW setup. The lower panels show the
relative size of the EW corrections to the q̄q channels in our default setup compared to the result
based on the DPA.
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Off-shell corrections at (N)NLO

  e.g. single W production
         determination  from the tail of ΓW Mℓν

⊥

JHEP12(2006)016

m⊥,min (GeV) Born (pb) δµ+

α (%) δµ+

∞ (%) δe+

α (%) δe+

∞ (%)

50 4536.03(7) -2.8 -2.7 -1.7 -1.8

100 27.642(1) -5.0 -4.9 -3.4 -3.4

200 1.79275(5) -7.9 -7.7 -6.3 -6.3

500 0.084809(2) -14.3 -13.8 -12.2 -12.2

1000 0.0065320(2) -21.9 -21.1 -19.4 -19.1

2000 0.000273686(8) -32.1 -30.5 -28.7 -28.1

Table 5: Lowest-order hadron-level cross section, integrated imposing a cut on the minimum
transverse mass and relative effects, with respect to the Born cross section, in the O(α) (δ!

α) and
in the best (δ!

∞) approximations.
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Figure 3: Transverse mass distribution in Born, O(α) and best approximations.

provides physical information in different ranges: the position of the jacobian peak and

the shape of the distribution about the peak can be used to extract the value of the W

boson mass, the shape of the tail of the distribution above the peak, 80 < M⊥ < 100 GeV,

can be used to measure the W boson decay width and the large transverse mass tail,

200 < M⊥ < 1000 GeV, of the distribution can be an important background to the searches

of new heavy gauge bosons.

In figure 4 we plot, in the range 50 < M⊥ < 100 GeV the effect of the exact

O(α) radiative correction, relative to the Born cross section, in the case of muons and

of recombined electrons. The O(α) contribution gives a large correction, up to ∼ −10%,

which distorts, about the W resonance, the transverse mass distribution and is responsible

for the bulk of the shift in the extraction of the W boson mass. As shown in figure 5, in the

range 100 < M⊥ < 1000 GeV the EW Sudakov logarithms make the effect of the radiative

corrections large and negative, reaching the 20% level.

In figure 6 we disentangle, among the O(α) contributions, the effect of all the correc-

tions which can not be classified as QED final state-like leading-log radiation, by taking

(blue line) the difference between approximations 4. and 2. (and between 5. and 3., red

line) of table 1 in units of the differential Born cross section. We present only the results

for muons, being the effect similar in the electron case. We observe that they are quite
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Figure 4: Relative corrections with respect to the Born cross section due to the exact
O(α) corrections for muons and recombined electrons final states.
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Figure 5: Relative corrections with respect to the Born cross section due to the exact
O(α) corrections for muons and recombined electrons final states.
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Figure 6: Relative effect, in Born units, of the difference between the approximations 4. and 2. of
table 1 (blue line) and between 5. and 3. (red line).

flat, small and negative, for M⊥ < 80 GeV; they become larger in size and always negative

for increasing values of M⊥, because of the presence of the EW Sudakov logs. From a

comparison of figures 5 and 6, the non-factorizable weak contributions account for more

than half of the O(α) radiative corrections, for M⊥ > 200 GeV.
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The complete inclusion of off-shell effects (i.e. the usage of exact amplitudes, without approximations) is needed,
    also for the radiative corrections:

  - in the precision determination of the mass and width of intermediate particles
    because the line shape affects the outcome of the fit (performed in a not vanishing mass window)
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Off-shell corrections at (N)NLO

The complete inclusion of off-shell effects
 (i.e. the usage of exact amplitudes, without approximations) is needed,
  also for the radiative corrections:

contribution in the square bracket of Eq. (3), a technical
cutoff rcut is introduced on the dimensionless variable
qT=M, whereM is the invariant mass of the lepton-neutrino
system. The final result in each bin, which corresponds to
the limit rcut → 0, is extracted by computing dσð1;1Þ=dpT at
fixed values of rcut in the range ½0.01%; rmax$. Quadratic
least χ2 fits are performed for different values of
rmax ∈ ½0.5%; 1%$. The extrapolated value is then extracted
from the fit with lowest χ2=degrees-of-freedom, and the
uncertainty is estimated by comparing the results obtained
through the different fits. This procedure is the same as
implemented in MATRIX [45]. The ensuing uncertainties of
the computed correction (not shown in Fig. 3), obtained
combining statistical and systematic errors, are shown in
Fig. 4. They range from the percent level at low pT values
to Oð3%Þ at pT ¼ 500 GeV, with the exception of regions
where dσð1;1Þ=dpT is approximately zero and thus the
relative errors are artificially large. We have checked,
however, that in these regions the error is well below

one permille of the respective cross section and thus
phenomenologically irrelevant.
We finally present our predictions for the fiducial cross

section corresponding to the selection cuts in Eq. (16). In
Table I, we report the contributions σði;jÞ to the cross section
[see Eq. (2)] in the various partonic channels. The numeri-
cal uncertainties are stated in brackets, and for the NNLO
corrections σð2;0Þ and the mixed QCD–EW contributions
σð1;1Þ they include the systematic uncertainties from the
rcut → 0 extrapolation. The contribution from the channels
ud̄, cs̄ is denoted by qq̄. The contributions from the
channels qg, q̄g, and qγ, q̄γ, which enter at NLO QCD
and EW, are labeled by qg and qγ, respectively. The
contribution from all the remaining quark-quark channels
qq0, q̄q̄0, qq̄0 (excluding ud̄, cs̄) to the NNLO QCD and
mixed corrections is labeled by qðq̄Þq0. Finally, the con-
tributions from the gluon-gluon and gluon-photon chan-
nels, which are relevant only at Oðα2SÞ and OðαSαÞ, are
denoted by gg and gγ, respectively.

FIG. 3. Complete OðαSαÞ correction to the differential cross section dσð1;1Þ in the muon pT , and its factorized approximation dσð1;1Þfact ,
defined in Eq. (17). The top panels show the absolute predictions, while the central (bottom) panels display the OðαSαÞ correction
normalized to the LO (NLO QCD) result.
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 - in the study of observables characterised by 
    the presence of large differences between the energy scales of the process
    where large EW Sudakov logarithms develop and play a central role

 corrections to    in  

overall, large effect induced by the recoil against the QCD emission

on top of the QCD effects, large negative EW Sudakov logs
     including a truly non-factorizable component

𝒪(ααs)
dσ
dpℓ

⊥
pp → ℓν + X
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Summary

  ● QED and EW corrections have a sizeable impact in the prediction of differential kinematical distributions

  ● the interplay of QCD and EW corrections is not trivial
                combination of kinematical effects 
                presence of several partonic channels
                 large opposite sign effects

  ● the combined simulation of QCD and EW corrections is not trivial from algorithmic side
            (general problem of resonant intermediate systems)

  ● approximation of exact EW calculations can be devised for specific phase-space regions, with limited validity
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Thank you


