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Regressor NN
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• Regressor NN are used to predict a given variable from a 
set of input variables

• Very useful when the relationships between variables are 
unknown or complex

• Training is relatively straight forward with a single output 
node, the loss is often the squared error!
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Training a Regressor NN
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• When training any algorithm, a testing, training, and validation are randomly split to 
identify performance of the training 

• Training data includes events whose output is already known

• The input data is fed into the NN for each event and the output layer is used directly 
in the loss function

• Based on the loss function, the NN will update its sets of weights and biases to 
minimize the loss
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Target Variables
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• With machine learning algorithms, the 
regression generally performs better 
with smooth output spaces

• The algorithm will tend to smooth over 
sharp peaks

• Playing with the target variable to 
choose the smoothest output space will 
improve performance!
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Overtraining or Overfitting
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• Overtraining is one of the major problems that can go wrong with a NN! It is 
identified by a difference in loss or accuracy between training and validation sets

• Can be caused by having too many unconstrained variables in the training (i.e. 4 input variables in 
a NN with 100 million connections)
• Can also be caused by training too many iterations of the NN for the training dataset’s size (i.e. 
training for 15,000 epochs on a dataset of 2000 events)
• What is actually happening is the training set is being learned itself instead of the relationship 
between variables - Effectively the NN is memorizing the training set
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Hyperparameters
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• Regressor NN have many of the same hyperparameters as classifier NN with the 
addition of choosing the target variable! 

• To name a few:
• Batch Size
• Number of times the NN updates (Number of Epochs)
• Activation function of each layer (ReLu, Leaky ReLu, Tanh, etc)
• Number of nodes in each layer
• Early stopping (size of validation sets, patience, thresholds)
• Event weights
• Loss function
• Optimizer Algorithm
• Layer types (Dense, Sparse, Quantized)
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The Tutorial
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• We will be training a regressor NN to learn to regress a muons momentum in CMS 
based on hits in the muon chambers! 

• We will be looking at simulated events that contain many variables given from the 
CSCs in the endcap 

• The main metric we will be plotting will be the resolution of our regressor! 
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