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Support Vector Machine
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Introduction
● Support Vector Machine → Work in vector space
● Created by Vladimir Vapnik in the 1960s in the USSR! 

Did not gain much popularity until the last decade of 
the last century

● It is still one of the most popular classifiers (Nothing 
stops us from not using it as a regressor)

● Vapnik moved to Bell Labs in the 1990s where he 
demonstrated that SVMs outperformed nascent NNs 
for certain problems

● But before that he submitted 3 papers in Neurips.
● This resulted in the popularity of SVMs 

From MIT OCW lectures of Prof. Patrick Winston (MIT 6.034 Artificial Intelligence, Fall 2010)
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High level introduction

1) Work in vector space 2) Can separate classes into two groups 
at a time (popularly called positives and negative)

● Goal: Find the hyperplane that best separates these two classes
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Algorithm to derive the hyperplane

On blackboard
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Summary of the problem

● Width = 2/||w||
→ Maximize width
→ Minimize 0.5*||w||2
 → Subject to the constaint equation Yi(Xi.W+b)-1 = 0

● Exercise : Write out the constraint equation
● Exercise : Write out the constraint optimization problem
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Implement a SVM from scratch and visualize
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Outcome
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Kernels

● Polynomial
● Radial basis function (default)
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Soft Margin Support Vector Machine and slack
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CVXOPT
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Multiclassification

● One vs Rest

● One vs One
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Parameters of the SVM : multiclassification

● https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC
.html

https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
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