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Virtual GPUs 
in Nova
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https://asciinema.org/a/659905
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Now, what’s 
new in 
Caracal ?
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The usage
Nothing changes : each type 

supports less mdevs than the 
number of the VFs

SR-IOV GPUs

The case
Now some physical GPUs have 

virtual functions

The usage
Nothing changes : each type 

supports less mdevs than the 
number of the VFs

https://docs.nvidia.com/ai-enterprise/4.2/user-guide/index.html#vgpu-types-nvidia-a100-pcie-40gb
https://www.nvidia.com/content/dam/en-zz/Solutions/Data-Center/a100/pdf/A100-PCIE-Prduct-Brief.pdf
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The fix
Nova now asks how many mdevs 

could be used

SR-IOV GPUs

The problem
If all the mdevs are created, then 

all the VFs no longer have 
inventories

[devices]
enabled_mdev_types = nvidia-468

[mdev_nvidia-468]
max_instances = 10

Nova now asks how many mdevs 
could be used

The fix

https://launchpad.net/bugs/2041519
https://asciinema.org/a/660312
https://launchpad.net/bugs/2041519
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vGPU Live migration support

● Libvirt-8.6.0
● QEMU-8.1.0
●  Linux kernel 5.18.0
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https://asciinema.org/a/659906
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https://asciinema.org/a/659907
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Limits with live-migration

Older nvidia GPU architectures 
(Ampere etc.) don’t support 
framebuffer dirty pages 
tracking 

You need to use the same 
nvidia version between 

the compute nodes

You need to use the same 
mediated device type between 

the compute nodes

live_migration_completion_timeout = 0
live_migration_downtime = 500000
live_migration_downtime_steps = 3
live_migration_downtime_delay = 3

https://www.nvidia.com/en-us/technologies/
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New quotas
(aka. unified 
limits)
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How this works, unified limits ?
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The setup

$ nova-manage limits migrate_to_unified_limits [--project-id 
<project-id>] [--region-id <region-id>] [--verbose] 
[--dry-run]

Add reader role to the nova user which is system scoped

Import existing legacy quota limits

API configuration

[quota]
driver = nova.quota.UnifiedLimitsDriver

[oslo_limit]
endpoint_id = <uuid>
auth_url = http://<keystone_url>/identity
auth_type = password
username = nova
password = <password> 
system_scope = all
user_domain_name = Default

$ openstack role add --user nova
  --user-domain <domain> --system all reader

https://docs.openstack.org/nova/latest/admin/unified-limits.html

$ openstack registered limit create --service nova --default-limit <X> class:VGPU

Create a specific VGPU limit

https://docs.openstack.org/nova/latest/admin/unified-limits.html
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https://asciinema.org/a/659908
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The limits of unified limits

This is experimental yet

Make sure you create all the requested limits



Thanks, questions ?


