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 Principle: Network of Registers, Look-up-Tables (LUT), RAM blocks, Digital Signal 
Processors (DSP), Buffers, Clock Circuitry, Transceivers etc.

 Wire them flexibly 
 Hardware Description Language (HDL),  High-Level Synthesis (HLS)

+ Flexible, inherently parallel, high number of IOs… + Power-efficient!

 Low clock frequencies: O(100) MHz vs. O(1) GHz on a modern CPU
High programming complexity
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Field-Programmable Gate Arrays
Quick Recap

Ressource Utilization

Throughput

+ Data-Level 
Parallelism

Pipelining (Task-Level Parallelism)

Cycle

Task 1

Task 2

Task 3

Task 4

Cycle

Purely Serial Processing

Task 1

Task 2

Task 3

Task 4

Data 1

Data 2

Data 3

Data 4

From: 
https://www.logic-fruit.com/blog/
fpga/fpga-design-architecture-and-applications/

SerialParallel



Page 3

Data Processing on Small Satellites

 Limited Power

 Limited Volume

 Limited Transmission

 Need for Reconfigurability

 Radiation Environment

Can’t we shoot that into space?
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Data Processing on Satellites

 Limited Power

 Limited Volume

 Limited Transmission  Reduce Data Bandwidth

 Need for Reconfigurability

 Radiation Environment  Several Mitigation Techniques 
(TMR, hardened components, scrubbing…)

 Example: Energetic Particle Detector (EPD) aboard the ESA’s Solar Orbiter Mission

 Trigger and Data Acquisition for several scientific instruments

 Central data processing, including softcore processor on Instrument Control Unit (ICU)

 Other Applications: 

- Remote sensing, hyperspectral imaging

- Communications

- Cryptography

- Radar

…

Can’t we shoot that into space?

FPGA

From: https://en.wikipedia.org/wiki/Solar_Orbiter

cf. Rodriguez-Pacheco, Astronomy&Atrophysics 642, A7 (2020)

GPU, CPU

From: 
https://www.logic-fruit.com/blog/
fpga/fpga-design-architecture-and-applications/
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A practical example

 Detector: 3D Scintillating Fiber Matrix as Tracking Calorimeter

 Platform: NanoSat

 Objective: Measure Antiproton Flux 
+ Antiproton-to-Proton Ratio

 Requirements: Lower the bandwidth as much as possible
Keep as much information as possible

 „Compress“

Need to make it compact
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Questions?

Parallelism

Task- Data-

Flexibility

Throughput
Ressource-Utilization
Power-Consumption

Reconfigurability

Power-Efficiency

#(IO) and
Highspeed
Interfaces

Programming

Thank You!

Contact: peter.hinderberger@tum.de



BACKUP
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Compression Techniques
Every sense of the word

“Compression”

Lossless Lossy Filtering

Run 
Length
Coding

Threshold
+ Address

Transformation-Based
Trigger

Online-Analysis and 
Background Reduction

+ Combinations

Fourier Wavelet

Classical Approaches, 
Neural Nets

Event Filter

…

Latent-Space/
Dimensionality Reduction

PCA/
SVD

Auto-
encoders

…

Entropy Coding

Hough-
man

Arith-
metic

ANS …

Zero-Suppression

…
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Contact: peter.hinderberger@tum.de
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Example
7-Tap FIR-Filter with parallel implementation

From: https://vhdlwhiz.com/part-2-finite-impulse-response-fir-filters/

From: https://de.wikipedia.org/wiki/Filter_mit_endlicher_Impulsantwort
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Example from our own research
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SRAM Coprocessor

 1024 Fibers in 64 Readout-ASICs

 Signal-to-Background-Ratio: 10-7 to 10-9

 Event Rates O(105)

 Bragg-Curve Spectroscopy + Event-Topology

Annihilating Antiproton
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Event Topologies

The Antiproton Flux In Space Mission


