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GLUON EMISSION FROM A QUARK
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Consider an emission with 
➤ energy E ≪ √s (“soft”) 
➤ angle θ ≪ 1  

(“collinear” wrt quark) 
Examine correction to 
some hard process with 
cross section σ0 
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This has a divergence when E→0 or θ→0 
[in some sense because of quark propagator going on-shell]
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this is called a “double logarithm” 
[it crops up all over the place in QCD]

Suppose we’re not inclusive — e.g. calculate probability of emitting a gluon
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Probability Pg of emitting gluon from a quark with energy Q: 
 
 
 
We cut off the integral for transverse momenta (pT ≃ E θ) below 
some non-perturbative threshold Q0. 

On the grounds that perturbation theory doesn’t apply for pT ~ ΛQCD 
i.e. language of quarks and gluons becomes meaningless  

With this cutoff, the result is 
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This is supposed to be an O(αs) correction. 

But the final result ~ 1/αs 

QCD hates to not emit gluons!

Suppose we’re not inclusive — e.g. calculate probability of emitting a gluon
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Suppose we take Q0 ~ ΛQCD, what do we get? 
Let’s use αs = αs(Q) = 1/(2b ln Q/Λ) 

[Actually over most of integration range this is optimistically small] 
 
 

 
Put in some numbers:  
Q = 100 GeV, ΛQCD ≃ 0.2 GeV, CF=4/3, b(≡b0)≃0.6
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ln2
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! CF

2b⇡
ln

Q

⇤QCD
! CF

4b2⇡ ↵s

Pg ' 2.2



correct way of doing it: with running coupling inside the integral
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Pg =
2CF

π ∫
Q
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dpt

pt
αs(pt)∫

1

pt/Q

dz
z

=
CF

πb0 (ln
Q
Λ

ln ln
Q
Λ

+ ⋯)

Adding running coupling is straightforward: just use 
with , in the integrand:

αs(pt)
pt = Eθ

Structure of answer changes a bit: it’s larger than 1/αs(Q), by 
a factor ln ln Q/Λ.  

Βut to keep expressions simple in these lectures we’ll often 
restrict ourselves to a fixed-coupling approximation.



Picturing a QCD event
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Start off with a qqbar system
q

q

a gluon gets emitted at small angles
it radiates a further gluon and so forth



Picturing a QCD event
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q

q

then a non-perturbative transition occurs
giving a pattern of hadrons that “remembers” the gluon branching 

(hadrons mostly produced at small angles wrt qqbar directions — two “jets”)



resummation  
and parton showers

the previous slides applied in practice
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Resummation

Analytical, or semi-numerical, calculation of dominant 
logarithmically enhanced terms, to all orders in the strong coupling. 
Applies when you place a strong constraint on an observable.  

Calculations are often specific to a single observable.

11

Parton shower Monte Carlo
Simulation of emission of arbitrary number of particles, usually 
ordered in angle or pt.  

Underlying algorithm should reproduce many of the singular 
limits of multi-particle QCD amplitudes, including virtual 
corrections.  

Can be used to calculate arbitrary observables.



Resummation: one way of seeing the underlying key idea

Calculate cross section for some observable v(p1,…pm), a 
function of the event momenta, to be less than some cut V. 

Illustrate structure in soft limit, fixed coupling, ignore secondary 
emissions from soft gluons.
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Any number of real gluons 
(independent of each other if  
angles are all very different)

Any number of virtual gluons

constraint from observable, involves just real gluons



Resummation example result

➤ It’s common to ask questions like “what is the probability that a Z 
boson is produced with transverse momentum < pT” 

➤ Answer is given (~) by a “Sudakov form factor”, i.e. the 
probability of not emitting any gluons with transverse 
momentum > pT. 

➤ when pT is small, the logarithm is large and compensates for 
the smallness of αs — so you need to resum log-enhanced 
terms to all orders in αs.
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What do we know about resummation?

➤ You’ll sometimes see mention of “NNLL” or similar 

➤ This means next-next-to-leading logarithmic 

➤ Most common definition of Leading logarithmic (LL): you sum 
all terms with p=n+1 (for n=1…∞) in 

➤ NLL: include all terms with p=n (for n=1…∞) 

➤ NNLL: include all terms with p=n–1 (for n=1…∞) 

In real life, the function that appears in the resummation  
is sometimes instead a Fourier or Mellin transform of an exponential 
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Resummation of Higgs pT spectrum (same formula, with CF → CA)
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This kind of 
resummation is an 
input to nearly all 

LHC Higgs studies, 
W mass 

determinations and 
some strong-coupling 

determinations

Bizon et al 
1805.05916
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µR = µF = mH, Q = mH/2
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Figure 6. Comparison of the transverse momentum distribution for Higgs boson production at NNLO and
N3LL+NNLO for a central scale choice of µR = µF = mH/2 (left) and µR = µF = mH (right). In both
cases, Q = mH/2. The lower panel shows the ratio to the N3LL+NNLO prediction.

RadISH+NNLOJET, 13 TeV, mH = 125 GeV

µR = µF = mH/2, Q = mH/2

PDF4LHC15 (NNLO)
uncertainties with µR, µF, Q variations

d
Σ

/d
 p

tH
 [
p
b
/G

e
V

]

NNLL+NLO

NNLO

N3LL+NNLO

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

ra
tio

 t
o
 N

3
L
L
+

N
N

L
O

pt
H [GeV]

 0.8

 1

 1.2

 10  20  30  40  50  60  70  80  90  100  110  120

Figure 7. Comparison of the transverse momentum distribution for Higgs boson production between
N3LL+NNLO, NNLL+NLO, and NNLO at central scale choice of µR = µF = mH/2. The lower panel
shows the ratio to the N3LL+NNLO prediction.

uncertainty. Choosing mH as a central scale (right plot of Figure 6) leads to a broader uncertainty
band resulting in a more robust estimate of the perturbative error. This is particularly the case
for predictions above 50 GeV, where resummation effects are progressively less important. We
notice indeed that in both cases the effect of resummation starts to be increasingly relevant for
p
H
t
. 40 GeV.

In the following we choose mH/2 as a central scale. Nevertheless, we stress that a comparison to
data (not performed here for Higgs boson production) will require a study of different central-scale
choices.

To conclude, Figure 7 reports the comparison between our best prediction (N3LL+NNLO),
the NNLL+NLO, and the NNLO distributions. The plot shows a very good convergence of the
predictions at different perturbative orders, with a significant reduction of the scale uncertainty in
the whole kinematic range considered here.

– 16 –

NNLO, ill-behaved at small pt.

NNLO+N3LL, resummation 
ensures sensible, reliable 

predictions at  small pt.



Resummation of Z pT spectrum v. data 

16

Chen et al 
2203.01565

2

ferential distributions of the final-state leptons. We ex-
ploit this calculation to carry out, for the first time, a
thorough study of the robustness of these theory predic-
tions in the presence of di↵erent sets of fiducial cuts. We
also present a detailed analysis of the reliability of the
computational method adopted, and show that reaching
a robust control over the involved systematic uncertain-
ties requires an excellent stability of the numerical calcu-
lation in deep infrared kinematic regimes.

Methodology.— The starting point of our calculation
for the production cross section d�DY of a Drell–Yan lep-
ton pair, di↵erential in its phase space and in the pair’s
transverse momentum p``T , is the formula:

d�N
3
LO+N

3
LL

DY
⌘ d�N

3
LL

DY
+d�NNLO

DY+jet
�
⇥
d�N

3
LL

DY

⇤
O(↵3

s)
(1)

where d�N
3
LL

DY
represents the N3LL resummed p``T dis-

tribution obtained in Ref. [59] with the computer code
RadISH [52, 103, 104], including the analytic constant

terms up to O(↵3
s); the quantity

⇥
d�N

3
LL

DY

⇤
O(↵3

s)
is its

expansion up to third order in ↵s, and d�NNLO

DY+jet
is the

di↵erential p``T distribution at NNLO (i.e. O(↵3
s)), ob-

tained with the NNLOJET code [15, 19, 20]. Eq. (1) is fi-
nite in the limit p``T ! 0: by integrating it inclusively
over p``T one can obtain predictions di↵erential in the
leptonic phase space at N3LO+N3LL perturbative ac-
curacy, allowing for the inclusion of fiducial cuts. An
important challenge in the evaluation of the integral of
Eq. (1) over p``T is given by the fact that both d�NNLO

DY+jet

and
⇥
d�N

3
LL

DY

⇤
O(↵3

s)
diverge logarithmically in the limit

p``T ! 0, and only their di↵erence is finite since the large
logarithmically divergent terms present in d�NNLO
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are

exactly matched by those contained in
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Guaranteeing the cancellation of such divergences re-
quires high numerical precision in the NNLO distribu-
tion d�NNLO

DY+jet
down to very small values of p``T . Setting
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⇥
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LL
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s)
= 0 for p``T  pcutT introduces

a slicing error of order O((pcutT /m``)n). If one integrates
inclusively over the leptonic phase space one has n = 2,
while the presence of fiducial cuts in general leads to the
appearance of linear terms with n = 1 [100, 105–107].
Starting from order ↵2

s, the corrections are further en-
hanced by logarithms of pcutT . The presence of these cor-
rections introduces a systematic uncertainty which can be
controlled by reducing the value of pcutT to a su�ciently
small value. This procedure is computationally demand-
ing especially in the presence of linear corrections, due to
the smaller value of pcutT required to achieve the indepen-
dence of the results of the slicing parameter. Such linear
corrections can be resummed at all orders in Eq. (1) [56]

by applying a simple recoil prescription [108] to d�N
3
LL

DY
,

and their inclusion would in principle allow for a larger
pcutT in the calculation. These e↵ects are accounted for in
Eq. (1), as discussed in Ref. [59]. As a consequence, our

10�

0 10 20 30 50 100 200 500 1000
p��

t
[GeV]

0.90

0.95

1.00

1.05

1.10

R
a
t
io

t
o

d
a
t
a

FIG. 1. Fiducial p``
T distribution at N3LO+N3LL (blue,

solid) and NNLO+NNLL (red, dotted) compared to ATLAS
data from Ref. [112]. The binning is linear up to 30GeV and
logarithmic above.

N3LO+N3LL fiducial predictions obtained by integrat-
ing Eq. (1) are only a↵ected by a slicing error of order
O((pcutT /m``)2).

The perturbative expansion of the N3LO+N3LL fidu-
cial cross section to third order in ↵s leads to the N3LO
prediction as obtained according to the qT -subtraction
formalism [102]. In this case, the outlined procedure to
include linear power corrections below pcutT in the N3LO
computation is analogous to that of Refs. [101, 109].
Since the fiducial cross section can be computed up to
NNLO using the NNLOJET code, which implements a sub-
traction technique [110, 111] that does not require the
introduction of a slicing parameter, in the fixed-order
results quoted in this letter we apply the above proce-
dure only to the computation of the N3LO correction,
while retaining the pcutT -independent result up to NNLO.
This e↵ectively suppresses the slicing error in our fiducial
N3LO cross section to O(↵3

s (p
cut

T /m``)2).

In general, the presence of linear fiducial power cor-
rections indicates an arguably undesirable sensitivity of
the fiducial cross section to the infrared region in which
QCD radiation has small transverse momentum, which
compromises the stability of the perturbative series [100].
These issues can be avoided by modifying the definition
of the fiducial cuts in such a way that the scaling of the
power corrections be quadratic across most of the lep-
tonic phase space. In the following we present a calcula-
tion of Eq. (1) and of the fiducial cross section both for
the standard (symmetric) cuts adopted by LHC experi-
ments [112, 113], where the same cut is imposed on trans-
verse momentum of the final state leptons, as well as for
the modified (product) cuts proposed in Ref. [100], where

2

ferential distributions of the final-state leptons. We ex-
ploit this calculation to carry out, for the first time, a
thorough study of the robustness of these theory predic-
tions in the presence of di↵erent sets of fiducial cuts. We
also present a detailed analysis of the reliability of the
computational method adopted, and show that reaching
a robust control over the involved systematic uncertain-
ties requires an excellent stability of the numerical calcu-
lation in deep infrared kinematic regimes.

Methodology.— The starting point of our calculation
for the production cross section d�DY of a Drell–Yan lep-
ton pair, di↵erential in its phase space and in the pair’s
transverse momentum p``T , is the formula:
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nite in the limit p``T ! 0: by integrating it inclusively
over p``T one can obtain predictions di↵erential in the
leptonic phase space at N3LO+N3LL perturbative ac-
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Guaranteeing the cancellation of such divergences re-
quires high numerical precision in the NNLO distribu-
tion d�NNLO

DY+jet
down to very small values of p``T . Setting
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a slicing error of order O((pcutT /m``)n). If one integrates
inclusively over the leptonic phase space one has n = 2,
while the presence of fiducial cuts in general leads to the
appearance of linear terms with n = 1 [100, 105–107].
Starting from order ↵2

s, the corrections are further en-
hanced by logarithms of pcutT . The presence of these cor-
rections introduces a systematic uncertainty which can be
controlled by reducing the value of pcutT to a su�ciently
small value. This procedure is computationally demand-
ing especially in the presence of linear corrections, due to
the smaller value of pcutT required to achieve the indepen-
dence of the results of the slicing parameter. Such linear
corrections can be resummed at all orders in Eq. (1) [56]

by applying a simple recoil prescription [108] to d�N
3
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DY
,

and their inclusion would in principle allow for a larger
pcutT in the calculation. These e↵ects are accounted for in
Eq. (1), as discussed in Ref. [59]. As a consequence, our
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ing Eq. (1) are only a↵ected by a slicing error of order
O((pcutT /m``)2).

The perturbative expansion of the N3LO+N3LL fidu-
cial cross section to third order in ↵s leads to the N3LO
prediction as obtained according to the qT -subtraction
formalism [102]. In this case, the outlined procedure to
include linear power corrections below pcutT in the N3LO
computation is analogous to that of Refs. [101, 109].
Since the fiducial cross section can be computed up to
NNLO using the NNLOJET code, which implements a sub-
traction technique [110, 111] that does not require the
introduction of a slicing parameter, in the fixed-order
results quoted in this letter we apply the above proce-
dure only to the computation of the N3LO correction,
while retaining the pcutT -independent result up to NNLO.
This e↵ectively suppresses the slicing error in our fiducial
N3LO cross section to O(↵3

s (p
cut

T /m``)2).

In general, the presence of linear fiducial power cor-
rections indicates an arguably undesirable sensitivity of
the fiducial cross section to the infrared region in which
QCD radiation has small transverse momentum, which
compromises the stability of the perturbative series [100].
These issues can be avoided by modifying the definition
of the fiducial cuts in such a way that the scaling of the
power corrections be quadratic across most of the lep-
tonic phase space. In the following we present a calcula-
tion of Eq. (1) and of the fiducial cross section both for
the standard (symmetric) cuts adopted by LHC experi-
ments [112, 113], where the same cut is imposed on trans-
verse momentum of the final state leptons, as well as for
the modified (product) cuts proposed in Ref. [100], where
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ploit this calculation to carry out, for the first time, a
thorough study of the robustness of these theory predic-
tions in the presence of di↵erent sets of fiducial cuts. We
also present a detailed analysis of the reliability of the
computational method adopted, and show that reaching
a robust control over the involved systematic uncertain-
ties requires an excellent stability of the numerical calcu-
lation in deep infrared kinematic regimes.

Methodology.— The starting point of our calculation
for the production cross section d�DY of a Drell–Yan lep-
ton pair, di↵erential in its phase space and in the pair’s
transverse momentum p``T , is the formula:
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tained with the NNLOJET code [15, 19, 20]. Eq. (1) is fi-
nite in the limit p``T ! 0: by integrating it inclusively
over p``T one can obtain predictions di↵erential in the
leptonic phase space at N3LO+N3LL perturbative ac-
curacy, allowing for the inclusion of fiducial cuts. An
important challenge in the evaluation of the integral of
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Guaranteeing the cancellation of such divergences re-
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a slicing error of order O((pcutT /m``)n). If one integrates
inclusively over the leptonic phase space one has n = 2,
while the presence of fiducial cuts in general leads to the
appearance of linear terms with n = 1 [100, 105–107].
Starting from order ↵2

s, the corrections are further en-
hanced by logarithms of pcutT . The presence of these cor-
rections introduces a systematic uncertainty which can be
controlled by reducing the value of pcutT to a su�ciently
small value. This procedure is computationally demand-
ing especially in the presence of linear corrections, due to
the smaller value of pcutT required to achieve the indepen-
dence of the results of the slicing parameter. Such linear
corrections can be resummed at all orders in Eq. (1) [56]

by applying a simple recoil prescription [108] to d�N
3
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DY
,

and their inclusion would in principle allow for a larger
pcutT in the calculation. These e↵ects are accounted for in
Eq. (1), as discussed in Ref. [59]. As a consequence, our
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N3LO+N3LL fiducial predictions obtained by integrat-
ing Eq. (1) are only a↵ected by a slicing error of order
O((pcutT /m``)2).

The perturbative expansion of the N3LO+N3LL fidu-
cial cross section to third order in ↵s leads to the N3LO
prediction as obtained according to the qT -subtraction
formalism [102]. In this case, the outlined procedure to
include linear power corrections below pcutT in the N3LO
computation is analogous to that of Refs. [101, 109].
Since the fiducial cross section can be computed up to
NNLO using the NNLOJET code, which implements a sub-
traction technique [110, 111] that does not require the
introduction of a slicing parameter, in the fixed-order
results quoted in this letter we apply the above proce-
dure only to the computation of the N3LO correction,
while retaining the pcutT -independent result up to NNLO.
This e↵ectively suppresses the slicing error in our fiducial
N3LO cross section to O(↵3

s (p
cut

T /m``)2).

In general, the presence of linear fiducial power cor-
rections indicates an arguably undesirable sensitivity of
the fiducial cross section to the infrared region in which
QCD radiation has small transverse momentum, which
compromises the stability of the perturbative series [100].
These issues can be avoided by modifying the definition
of the fiducial cuts in such a way that the scaling of the
power corrections be quadratic across most of the lep-
tonic phase space. In the following we present a calcula-
tion of Eq. (1) and of the fiducial cross section both for
the standard (symmetric) cuts adopted by LHC experi-
ments [112, 113], where the same cut is imposed on trans-
verse momentum of the final state leptons, as well as for
the modified (product) cuts proposed in Ref. [100], where
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very similar to radioactive decay, with time t ~ 1/pT 
and a decay rate ~  (log t) / t

resummation v. parton showers (the basic idea, ignoring secondary emsn. from gluons)

➤ a resummation predicts one observable to high accuracy 
➤ a parton shower takes the same idea of a Sudakov form factor 

and uses it to generate emissions 
➤ from probability of not emitting gluons above a certain pT, you 

can deduce pT distribution of first emission 
1. use a random number generator (r) to sample that pT 

distribution 
 
 

2. repeat for next emission, etc., until pT falls below some non-
perturbative cutof
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deduce pT by solving r = exp

"
�2↵sCA

⇡
ln2

p2T,max

p2T

#



#!/usr/bin/env python3 
# an oversimplified (QED-like) parton shower 
# for Zuoz lectures (2016) by Gavin P. Salam 
from random import random 
from math import pi, exp, log, sqrt 

ptHigh = 100.0 
ptCut  = 1.0 
alphas = 0.12 
CA=3 

def main(): 
    for iev in range(0,10): 
        print ("\nEvent", iev) 
        event() 

def event(): 
    # start with maximum possible value of Sudakov 
    sudakov  = 1 
    while (True): 
        # scale it by a random number  
        sudakov *= random() 
        # deduce the corresponding pt 
        pt = ptFromSudakov(sudakov) 
        # if pt falls below the cutoff, event is finished 
        if (pt < ptCut): break 
        print ("  primary emission with pt = ", pt) 

def ptFromSudakov(sudakovValue): 
    """Returns the pt value that solves the relation  
       Sudakov = sudakovValue (for 0 < sudakovValue < 1) 
    """ 
    norm = (2*CA/pi) 
    # r = Sudakov = exp(-alphas * norm * L^2) 
    # --> log(r) = -alphas * norm * L^2 
    # --> L^2 = log(r)/(-alphas*norm) 
    L2 = log(sudakovValue)/(-alphas * norm) 
    pt = ptHigh * exp(-sqrt(L2)) 
    return pt 
     
if __name__ == "__main__": main()

A toy shower            https://github.com/gavinsalam/zuoz2016-toy-shower  
(fixed coupling, primary branching only, only pT, no energy conservation, no PDFs, etc.)
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% python ./toy-shower.py              

Event 0 
  primary emission with pt =  58.4041962726 
  primary emission with pt =  3.61999582015 
  primary emission with pt =  2.31198814996 

Event 1 
  primary emission with pt =  32.1881228375 
  primary emission with pt =  10.1818306204 
  primary emission with pt =  10.1383134201 
  primary emission with pt =  7.24482350383 
  primary emission with pt =  2.35709074796 
  primary emission with pt =  1.0829758034 

Event 2 
  primary emission with pt =  64.934992001 
  primary emission with pt =  16.4122436094 
  primary emission with pt =  2.53473253194 

Event 3 
  primary emission with pt =  37.6281171491 
  primary emission with pt =  22.7262873764 
  primary emission with pt =  12.0255817868 
  primary emission with pt =  4.73678636215 
  primary emission with pt =  3.92257832288 

Event 4 
  primary emission with pt =  21.5359449851 
  primary emission with pt =  4.01438733798 
  primary emission with pt =  3.33902663941 
  primary emission with pt =  2.02771620824 
  primary emission with pt =  1.05944759028 

. . .

If  you want to play: replace 
CA=3 (emission from gluons)  
with CF=4/3 (emission from 

quarks) and see how pattern 
of  emissions changes 

(multiplicity, pT of  hardest 
emission, etc.)

https://github.com/gavinsalam/zuoz2016-toy-shower


Secondary, tertiary gluons: many showers use colour dipoles (Pythia, Sherpa & option in Herwig)

➤ Use large-NC idea of 
colour structure 

➤ Initial qq event = 1 
colour dipole.  

➤ Radiated gluon turns 1 
dipole → 2 dipoles 

➤ Each dipole then 
radiates independently 
(different colour ≡ no 
interference), creating 
new colour dipoles at 
each step
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q q̄

q q̄

q q̄

g

g

g

Original dipole MC: Ariadne (90’s)

qq̄



Event record from a real-world shower (Herwig6 — old shower with compact record)
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QCD lecture 2 (p. 15)

Parton showers An example

3. Herwig “dresses” it with initial and final-state showers

u
_
uZ

proton proton



simulations use General Purpose Monte Carlo event generators 

THE BIG 3

21

Herwig 7 Pythia 8 Sherpa 3

used in ~95% of ATLAS/CMS publications 
they do an amazing job of simulation vast swathes of data; 

collider physics would be unrecognisable without them



combining 
showers & fixed order

essential for accurate cross sections 
& multijet states
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E.g. jet multiplicity in events with a W v. Pythia
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shower MCs on 
their own cannot 
reproduce pattern 
of hard multijet 

states 

(there are topologies 
that are almost 
inaccessible via 

showering)

arXiv:1110.3226 

number of jets

data

Pythia 
(shower only)

http://arxiv.org/abs/1110.3226


MLM matching
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 Z+parton



MLM matching
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shower  Z+parton



MLM matching

26

+

 Z+2partonsshower  Z+parton



MLM matching
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shower

+

 Z+2partonsshower  Z+parton



MLM matching
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shower
generates hard gluon

v.

 of Z+partonshower

+

 Z+2partonsshower  Z+parton



MLM matching
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shower
generates hard gluon

v.

 of Z+partonshower

+

 Z+2partonsshower  Z+parton



MLM matching
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COUNTING
DOUBLE

shower
generates hard gluon

v.

 of Z+partonshower

+

 Z+2partonsshower  Z+parton



MLM matching
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shower
generates hard gluon

v.

 of Z+partonshower

+

 Z+2partonsshower  Z+parton



MLM matching
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ACCEPT REJECTACCEPT

pt cut
Qmerge

shower
generates hard gluon

v.

 of Z+partonshower

+

 Z+2partonsshower  Z+parton

➤ Hard jets above scale Qmerge have distributions given by tree-level ME  
➤ Rejection procedure eliminates “double-counted” jets from parton 

shower  

➤ Rejection generates Sudakov form factors between individual jet scales

An alternative approach is called CKKW (similar in spirit, Sudakov put in manually)



Combining NLO accuracy with parton showers (1)
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QCD lecture 4 (p. 12)

Combining PS + FO

NLO + PS

MC@NLO ideas Frixione & Webber ’02

! Expand your Monte Carlo branching to first order in αs

Rather non-trivial – requires deep understanding of MC

! Calculate differences wrt true O (αs) both in real and virtual pieces

! If your Monte Carlo gives correct soft and/or collinear limits, those
differences are finite

! Generate extra partonic configurations with phase-space distributions
proportional to those differences and shower them

almost any process can be generated automatically in 
MadGraph5_aMCatNLO (+ Pythia); also in Sherpa & Herwig

QCD lecture 4 (p. 13)

Combining PS + FO

NLO + PS
MC@NLO cont.

Let’s imagine a problem with one phase-space dimension, e.g. E . Expand
Monte Carlo cross section for emission with energy E :

σMC ≡ 1 × δ(E ) + αsσ
MC
1R (E ) + αsσ

MC
1V δ(E ) + O

(

α2
s

)

With true NLO real/virtual terms as αsσ1R(E ) and αsσ1V δ(E ), define

MC@NLO = MC ×
(

1 + αs(σ1V − σMC
1V ) + αs

∫

dE (σ1R(E ) − σMC
1R (E ))

)

All weights finite, but can be ±1

Processes include Frixione, Laenen, Motylinski, Nason, Webber, White ’02–’08

Higgs boson, single vector boson, vector boson pair, heavy quark pair,
single top (with and without associated W), lepton pair and associated
Higgs+W/Z



Combining NLO accuracy with parton showers (2)
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most processes available in the POWHEGBox  
(+Pythia or Herwig; or natively in Herwig)

QCD lecture 4 (p. 14)

Combining PS + FO

NLO + PS
POWHEG

Aims to work around MC@NLO limitations Nason ’04

! the (small fraction of) negative weights

! the tight interconnection with a specific MC

Principle

! Write a simplified Monte Carlo that generates just one emission (the
hardest one) which alone gives the correct NLO result.

Essentially uses special Sudakov

∆(kt) = exp(−
∫

exact real-radition probability above kt)

! Lets your default parton-shower do branchings below that kt .

Processes include

pp → Heavy-quark pair, Higgs, single vector-boson
Alioli, Frixione, Nason, Oleari, Re ’07–08

pp → W ′, e+e− → tt̄ Papaefstathiou, Latunde-Dada

POWHEG ideas



Other advances & research directions

➤ (Much) more efficient ways of combining tree-level and 
showers: Vincia 

➤ Getting shower samples that are simultaneously NLO accurate 
at different multiplicities (FxFx, Sherpa NLO matching) 

➤ Showers with NNLO fixed order: MiNNLO, Geneva, 
[UNNLOPS] 

➤ Showers that are NLL accurate: PanScales, Alaric, Apollo, FHP 

➤ Steps towards NNLL accurate showers: PanScales 

➤ Understanding interplay of matching & log accuracy, 
subleading colour accuracy in showers, etc.
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➤ Modern tools give 
good predictions for 
multijet rates with 
vector bosons 

➤ (up to ~ 4 jets, 
sometimes beyond)
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Modern tools → decent 
predictions for 

top quarks + jets 

top quarks + heavy-
flavour a bit worse? 
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Figure 4: Unfolded jet multiplicity distribution for di↵erent pT thresholds of the additional jets, for (a) additional
jet pT> 25 GeV, (b) additional jet pT> 40 GeV, (c) additional jet pT> 60 GeV, and (d) additional jet pT> 80 GeV.
Comparison to di↵erent MC predictions is shown for these distribution in first panel. The middle and bottom panels
show the ratios of di↵erent MC predictions of the normalised cross-section to the measurement and the ratios of
Powheg+Pythia6 predictions with variation of the QCD radiation to the measurement, respectively. The shaded
regions show the statistical uncertainty (dark grey) and total uncertainty (light grey).
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hadronisation & MPI
essential models for realistic events 

i.e. events with hadrons
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QCD lecture 2 (p. 16)

Parton showers Hadronisation Models

String Fragmentation
(Pythia and friends)

Cluster Fragmentation
(Herwig)

Pictures from ESW book

two main models for the parton–hadron transition (“hadronisation”)

39

(& Sherpa)

reorganise 
coloured partons 
into colour-singlet 

hadrons



multi-parton interactions (MPI, a.k.a. underlying event)
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figures taken from 
2307.05693 Z

(a)

Z

(b)

Z
(c)

Additional 2→2 
scatterings of  
multiple other 
partons in the 

incoming protons

Models such as 
Pythia have ~ 10 

MPI scatterings per 
hard pp collision

http://arxiv.org/abs/2307.05693


Production of p , K and p as a function of RT in pp collisions at
p

s = 13 TeV ALICE Collaboration
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Figure 3: NT (left) and RT (right) probability distributions in the transverse region in events with the leading
particle. The data are represented with solid black markers and statistical and systematic uncertainties with error
bars and boxes, respectively. Model predictions are presented with colour lines and the bands around the model
predictions represent only the statistical uncertainty. The bottom panels show the model-to-data ratios. The grey
band centred at one in the bottom panel represents the systematic uncertainties of the data.

results in the toward, away, and transverse regions are shown on the left, middle, and right panels, re-
spectively. The lower panels show the ratios between the RT-dependent pT spectra and the RT-integrated
pT spectrum. The RT-independent systematic uncertainties cancel out in the ratios. The RT-dependent
systematic uncertainties are correlated and cancel out only partly. From the ratios to the RT-integrated
spectrum, it is observed that the toward and away regions share a similar feature at low transverse mo-
mentum: a depletion of low-pT particles with increasing RT. Furthermore, this effect follows a mass
ordering, being larger for heavier particles. This behaviour is reminiscent of radial flow effects, in which
the depletion of low-pT particles is compensated by an increasing number of particles at intermediate
pT. The particle production in the toward and away regions is dominated by the leading and away-
side jet fragmentation into high-pT particles. This can be observed in the ratio between the spectra in
0  RT < 0.5 and the RT-integrated ones (bottom panels of Figures 4 to 6), which increases with pT (in
the interval pT & 2 GeV/c), and the effect is more evident for pions. The opposite is observed for the
spectral shapes at high RT; they soften with increasing RT for pT & 2 GeV/c. This can be interpreted as
a “dilution” of the jet with increasing UE activity. When RT ! • the particle multiplicity from the UE is
higher than the particle multiplicity from the jet in the toward region. Thus, average quantities like hpTi
of pions and kaons in the toward region decreases at high RT (see Fig. 10). The hpTi of protons increases
instead with increasing RT because there other effects like radial flow are more relevant. This can also
be seen in the ratios to RT-integrated spectrum, where they decrease with increasing pT for events with
high UE activity. The spectral shapes of all the species in the transverse region share a common feature:
they harden with increasing UE activity. This effect can be attributed to jet hardening with increasing
multiplicity.

Figure 7 shows model-to-data ratios for the pT spectra. The ratios are shown for two types of events:
low UE activity (0  RT < 0.5) and high UE activity (2.5  RT < 5). It is observed that the models
can describe the pion and kaon spectra for pT > 2 GeV/c in the toward and away regions qualitatively
for events with low UE activity. This is expected since for small RT values, one mainly observes the
jet fragmentation products, and the models are tuned to e+e� data, which are jet-like. For this same RT
interval, the models predict different yields in the transverse region. However, for pT & 1 GeV/c all of
the models underestimate the data. Moreover, increasing the UE activity makes the agreement between
data and models worse.
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Underlying event properties v. MCs
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Production of p , K and p as a function of RT in pp collisions at
p

s = 13 TeV ALICE Collaboration

Figure 1: Illustration of the toward, transverse, and away regions in the azimuthal angle plane with respect to the
direction of the leading particle. The leading particle is represented with the longest upright arrow. The UE is
represented with the small arrows transverse to the leading particle. The red cones represent the jet and away-side
jet.

particular interest is whether events with very low UE activity, which are dominated by the jet activity,
exhibit particle ratios and spectra consistent with fragmentation models tuned to e+e� data and whether
events with high UE activity exhibit any clear signs of flow or other collective effects [10]. Finally,
it is worth mentioning that this study is complementary to the measurements made using transverse
spherocity, in which global event properties are studied for jet-like and isotropic topologies [20][21].

The structure of the paper is as follows: In Sec. 2, the data analysis is described, Sec. 3 discusses the
systematic uncertainties, and in Sec. 4, the results are presented. Finally, in Sec. 5, the conclusions are
given.

2 Analysis procedure

2.1 Event and track selection

This study was carried out with the data collected in pp collisions at
p

s = 13 TeV by the ALICE
Collaboration during the LHC runs from 2016 and 2018. A detailed description of the ALICE apparatus
and its performance can be found in [22, 23]. The subdetectors used in this analysis are the V0 [24],
the Inner Tracking System (ITS) [25], the Time Projection Chamber (TPC) [26], and the Time-Of-Flight
(TOF) [27]. These subdetectors are located inside a B= 0.5 T solenoidal magnetic field. The V0 detector
consists of two arrays of 32 scintillators each, covering the forward (V0A, 2.8 < h < 5.1) and backward
(V0C, �3.7<h <�1.7) pseudorapidity regions. The ITS is the innermost barrel detector. It consists of
six cylindrical layers of high-resolution silicon tracking detectors: the two innermost layers of the Silicon
Pixel Detector (SPD) provide a digital readout and are also used as a trigger detector. The Silicon Drift
Detector (SDD) and the Silicon Strip Detector (SSD) compose the four outer layers of the ITS. Together,
they provide the amplitude of the charge signal, which is used for particle identification through the
measurement of the specific energy loss (dE/dx). The TPC is the primary detector for tracking and
particle identification. It is a large cylindrical drift detector with a diameter and length of about 5m,
which covers the pseudorapidity range |h | < 0.8 with full-azimuth coverage. Particle identification is

3

 = charged particle multiplicity in the transverse regionNT

2301.10120

http://arxiv.org/abs/2301.10120


jets
i.e. how we make 

sense of the hadronic 
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jets
i.e. how we make 

sense of the hadronic 
part of events

43

H

-

µ
+

µ

_
u

σ
u

b

b
_

Z

proton proton

π
...

K

−

+

B

B−µ

+
µ

proton proton

Interpretation



Why do we see jets?
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Why do we see jets? Parton fragmentation[Introduction]

[Background knowledge]

KL
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quark

Gluon emission:
∫

αs
dE

E

dθ

θ
≫ 1

At low scales:

αs → 1

High-energy partons unavoidably lead to
collimated bunches of hadrons

Gavin Salam (CERN) Jets and jet substructure (1) June 2013 3 / 35
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Gluon emission

↵s ⇠ 1

Non-perturbative 
physics

While you can see jets with your eyes, to do quantitative 
physics, you need an algorithmic procedure that defines what 

exactly a jet is



make a choice, specify a Jet Definition
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{pi} {jk}
jet definition

particles,
4-momenta,

calorimeter towers, ....

jets

• Which particles do you put together into a same jet? 
• How do you recombine their momenta 

(4-momentum sum is the obvious choice, right?)

“Jet [definitions] are legal contracts between theorists and experimentalists’’ 
-- MJ Tannenbaum

They’re also a way of organising the information in an event
1000’s of particles per events, up to 40.000,000 events per second



what should a jet definition achieve?
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Jets as projections[Introduction]

[Background knowledge]

jet 1 jet 2

LO partons

Jet Def n

jet 1 jet 2

Jet Def n

NLO partons

jet 1 jet 2

Jet Def n

parton shower

jet 1 jet 2

Jet Def n

hadron level

π π

K
p φ

Projection to jets should be resilient to QCD effects

Gavin Salam (CERN) Jets and jet substructure (1) June 2013 8 / 35

projection to jets should be resilient to QCD effects



Reconstructing jets is an ambiguous task

47

Seeing v. defining jets[Introduction]

[Background knowledge]

Jets are what we see.
Clearly(?) 2 jets here

How many jets do you see?
Do you really want to ask yourself
this question for 109 events?

Gavin Salam (CERN) Jets and jet substructure (1) June 2013 6 / 35

2 clear jets 3 jets?



Reconstructing jets is an ambiguous task
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Seeing v. defining jets[Introduction]

[Background knowledge]

Jets are what we see.
Clearly(?) 2 jets here

How many jets do you see?
Do you really want to ask yourself
this question for 109 events?

Gavin Salam (CERN) Jets and jet substructure (1) June 2013 6 / 35

2 clear jets 3 jets? 
or 4 jets?



Jet definition ingredients

Jet algorithm 

A set of rules that you apply to combine particles into jets 

Jet algorithm parameters 

Thresholds that help specify when two particles belong to the 
same jet or not. 

Most hadron collider jet algorithms have two threshold 
parameters: 

➤ Jet angular radius parameter R: 
particles closer in angle than R get recombined 
(NB: usually implemented as a condition on the distance parameter on the standard hadron 
collider rapidity-azimuth [y,φ] cylinder) 

➤ Transverse momentum threshold:  
jets should have pT > pT,min

49



the main jet algorithm at the LHC
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A Sequential recombination algorithm 

Involves calculating “clustering distance” between pairs of 
particles 

1. Find smallest of dij, diB 

2.  If ij, recombine them 
3.  If iB, call i a jet and remove from list of particles 
4.  repeat from step 1 until no particles left 

 Only use jets with pt > pt,min
anti-kt algorithm 

Cacciari, GPS & Soyez, 0802.1189
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Anti-kt jet clustering example
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[here R=2.0 
pT,min=20 GeV 

at LHC: R=0.4 – 1.0]
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Anti-kt gradually makes its way 
through the “blob” at rapidity 2.5–3 

Dominant hierarchy in clustering is 
distance from the jet core



anti-kt in action [full simulated event]
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Anti-kt gives 
circular jets  
(“cone-like”) 

in a way that’s 
infrared safe

dij =
1

max(p2ti, p
2
tj)

�R2
ij

R2
, diB =

1

p2ti

Clustering grows 
around hard cores

R=1



Gavin Salam (Oxford) QCD PhD course (Jets lectures), Oxford, January 2023

Boosted Ws and tops in single jets: data!

W’s in a single jet

with Pruning + Mass Drop requirement

NB: combined in IR unsafe way. . .

tops in a single jet

with HEPTopTagger
Gavin Salam (CERN) Perturbative QCD in hadron collisions SILAFAE 2012-12-10 32 / 35

Seeing W’s and tops in a single high-pT jet

53

CMS single-jet W mass peak
in events with a lepton and
separate b-tagged jet.

Uses pruning (+ mass-drop
condition on split jet)

Gavin Salam (CERN/Princeton/CNRS) Theory of Fat Jets Higgs Hunting 2012-07-19 19 / 28

BOOST 2013    Flagstaff, AZ Chris Pollard    Duke University 24

HEPTopTagger

m23/m123

arctan(m13/m12)

C/A R=1.5 jets with pT > 200 GeV
after W→µν preselection and
default HEPTopTagger criteriamW/mt

98%
purity

~4000
tops!

ATLAS-CONF-2013-084



Gavin Salam (Oxford) QCD PhD course (Jets lectures), Oxford, January 2023

using full jet/event information for H/W/Z-boson tagging

54

QCD rejection 
with 

just jet mass 
(SD/mMDT) 
i.e. 2008 tools 

& their 
2013/14 

descendants 

ba
ck
gr
ou
nd
 r
ej
ec
tio
n

signal efficiency

F. Dreyer & H. Qu, 2012.08526 

QCD rejection  
with use of full jet  

substructure 
(2019 tools) 

100x better

First started to be 
exploited by Thaler & 
Van Tilburg with  “N-

subjettiness”  (2010/11)

x100

p p

H/W/Z

https://arxiv.org/abs/2012.08526
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ATLAS H →WW* ANALYSIS [1604.02997]

56

A three-level trigger system reduces the event rate to about 400 Hz [21]. The Level-1 trigger is imple-
mented in hardware and uses a subset of detector information to reduce the event rate to a design value
of at most 75 kHz. The two subsequent trigger levels, collectively referred to as the High-Level Trigger
(HLT), are implemented in software.

3 Signal and background models

The ggF and VBF production modes for H ! WW⇤ are modelled at next-to-leading order (NLO) in the
strong coupling ↵S with the PowhegMC generator [22–25], interfaced with Pythia8 [26] (version 8.165)
for the parton shower, hadronisation, and underlying event. The CT10 [27] PDF set is used and the para-
meters of the Pythia8 generator controlling the modelling of the parton shower and the underlying event
are those corresponding to the AU2 set [28]. The Higgs boson mass set in the generation is 125.0 GeV,
which is close to the measured value. The Powheg ggF model takes into account finite quark masses
and a running-width Breit–Wigner distribution that includes electroweak corrections at NLO [29]. To im-
prove the modelling of the Higgs boson pT distribution, a reweighting scheme is applied to reproduce the
prediction of the next-to-next-to-leading-order (NNLO) and next-to-next-to-leading-logarithm (NNLL)
dynamic-scale calculation given by the HRes 2.1 program [30]. Events with � 2 jets are further reweighted
to reproduce the pH

T spectrum predicted by the NLO Powheg simulation of Higgs boson production in as-
sociation with two jets (H + 2 jets) [31]. Interference with continuum WW production [32, 33] has a
negligible impact on this analysis due to the transverse-mass selection criteria described in Section 4 and
is not included in the signal model.

The inclusive cross sections at
p

s = 8 TeV for a Higgs boson mass of 125.0 GeV, calculated at NNLO+NNLL
in QCD and NLO in the electroweak couplings, are 19.3 pb and 1.58 pb for ggF and VBF respect-
ively [34]. The uncertainty on the ggF cross section has approximately equal contributions from QCD
scale variations (7.5%) and PDFs (7.2%). For the VBF production, the uncertainty on the cross section
is 2.7%, mainly from PDF variations. The WH and ZH processes are modelled with Pythia8 and norm-
alised to cross sections of 0.70 pb and 0.42 pb respectively, calculated at NNLO in QCD and NLO in the
electroweak couplings [34]. The uncertainty is 2.5% on the WH cross section and 4.0% on the ZH cross
section.

For all of the background processes, with the exception of W + jets and multijet events, MC simulation
is used to model event kinematics and as an input to the background normalisation. The W + jets and
multijet background models are derived from data as described in Section 5. For the dominant WW and
top-quark backgrounds, the MC generator is Powheg +Pythia6 [35] (version 6.426), also with CT10 for
the input PDFs. The Perugia 2011 parameter set is used for Pythia6 [36]. For the WW background with
Njet � 2, to better model the additional partons, the Sherpa [37] program (version 1.4.3) with the CT10
PDF set is used. The Drell–Yan background, including Z/�⇤ ! ⌧⌧, is simulated with the Alpgen [38]
program (version 2.14). It is interfaced with Herwig [39] (version 6.520) with parameters set to those of
the ATLAS Underlying Event Tune 2 [40] and uses the CTEQ6L1 [41] PDF set. The same configuration
is applied for W� events. Events in the Z/�⇤ sample are reweighted to the MRSTmcal PDF set [42]. For
the W�⇤ and Z/� backgrounds, the Sherpa program is used, with the same version number and PDF set
as the WW background with � 2 jets. Additional diboson backgrounds, from WZ and ZZ, are modelled
using Powheg +Pythia8.

For all MC samples, the ATLAS detector response is simulated [43] using either Geant4 [44] or Geant4
combined with a parameterised Geant4-based calorimeter simulation [45]. Multiple proton–proton (pile-

5

up) interactions are modelled by overlaying minimum-bias interactions generated using Pythia8. Further
detail of all MC generators and cross sections used is given in Ref. [19].

4 Event selection

This section describes the reconstruction-level definition of the signal region. The definition of physics
objects reconstructed in the detector follows that of Ref. [19] exactly and is summarised here. All objects
are defined with respect to a primary interaction vertex, which is required to have at least three associated
tracks with pT � 400 MeV. If more than one such vertex is present, the one with the largest value ofP

(p2
T), where the sum is over all tracks associated with that vertex, is selected as the primary vertex.

4.1 Object reconstruction and identification

Electron candidates are built from clusters of energy depositions in the EM calorimeter with an associ-
ated well-reconstructed track. They are required to have ET > 10 GeV, where the transverse energy ET is
defined as E sin(✓). Electrons reconstructed with | ⌘ |< 2.47 are used, excluding 1.37< | ⌘ |< 1.52, which
corresponds to the transition region between the barrel and the endcap calorimeters. Additional identi-
fication criteria are applied to reject background, using the calorimeter shower shape, the quality of the
match between the track and the cluster, and the amount of transition radiation emitted in the ID [46–48].
For electrons with 10 GeV < ET < 25 GeV, a likelihood-based electron selection at the “very tight” oper-
ating point is used for its improved background rejection. For ET > 25 GeV, a more e�cient “medium”
selection is used because background is less of a concern. The e�ciency of these requirements varies
strongly as a function of ET, starting from 65–70% for ET < 25 GeV, jumping to about 80% with the
change in identification criteria at ET = 25 GeV, and then steadily increasing as a function of ET [47].

Muon candidates are selected from tracks reconstructed in the ID matched to tracks reconstructed in
the muon spectrometer. Tracks in both detectors are required to have a minimum number of hits to
ensure robust reconstruction. Muons are required to have | ⌘ |< 2.5 and pT > 10 GeV. The reconstruction
e�ciency is between 96% and 98%, and stable as a function of pT [49].

Additional criteria are applied to electrons and muons to reduce backgrounds from non-prompt leptons
and electromagnetic signatures produced by hadronic activity. Lepton isolation is defined using track-
based and calorimeter-based quantities. All isolation variables used are normalised relative to the trans-
verse momentum of the lepton, and are optimised for the H!WW⇤! e⌫µ⌫ analysis, resulting in stricter
criteria for better background rejection at lower pT and looser criteria for better e�ciency at higher pT.
Similarly, requirements on the transverse impact-parameter significance d0/�d0 and the longitudinal im-
pact parameter z0 are made. The e�ciency of the isolation and impact-parameter requirements for elec-
trons satisfying all of the identification criteria requirements ranges from 68% for 10 GeV < ET < 15 GeV
to greater than 90% for electrons with ET > 25 GeV. For muons, the equivalent e�ciencies are 60–
96%.

Jets are reconstructed from topological clusters of calorimeter cells [50–52] using the anti-kt algorithm
with a radius parameter of R = 0.4 [53]. Jet energies are corrected for the e↵ects of calorimeter non-
compensation, signal losses due to noise threshold e↵ects, energy lost in non-instrumented regions, con-
tributions from in-time and out-of-time pile-up, and the position of the primary interaction vertex [50,
54]. Subsequently, the jets are calibrated to the hadronic energy scale [50, 55]. To reduce the chance of
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WHAT DO ATLAS & CMS USE MOST FREQUENTLY?
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good number of the tools used at 

LHC
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CONCLUSIONS

➤ A huge number of ingredients goes into hadron-collider 
predictions and studies (αs, PDFs, matrix elements, 
resummation, parton showers, non-perturbative models, jet 
algorithms, etc.) 

➤ a key idea is the separation of (time) scales, “factorisation” 

➤ short timescales: the hard process 

➤ long timescales: hadronic physics 

➤ in between: parton showers, resummation, DGLAP 

➤ as long as you ask the right questions (e.g. look at jets, not 
individual hadrons), you can exploit this separation for 
quantitative, accurate, collider physics 

➤ maximising accuracy and information extracted is today’s 
research frontier 59



Extra resources
Introductory level  

QCD lecture notes from CERN schools, e.g.  

➤ Peter Skands, arXiv:1207.2389 

➤ GPS, arXiv:1011.5131 (getting increasingly dated!) 

More advanced 

Slides from QCD and Monte Carlo specific schools 

➤ CTEQ schools: https://www.physics.smu.edu/scalise/cteq/#Summer 

➤ MCNet schools: https://www.montecarlonet.org/schools/  

Books 

➤ QCD and collider physics, Ellis, Stirling & Webber 

➤ The Black Book of Quantum Chromodynamics,  
Campbell, Huston & Krauss
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