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OUTLINE
lecture I [yesterday] 

general introduction 

what is Quark Gluon Plasma  

the states of a Heavy Collision 

lecture II [today] 

how do we know what we know about Quark Gluon Plasma 

how do we get to know more 

focus on two classes of observables: particle correlations and jet properties
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MEASURING FLOW

pressure gradients larger in reaction plane 

larger fluid velocity along reaction plane 

more particles fly in this direction
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Non-central collisions

pressure gradients larger in reaction plane

leads to larger fluid velocity in this direction

more particles fly in this direction

can be quantified in terms of elliptic flow v2
particle distribution

dN
d�

=
N
2⇡

"
1 + 2

X

m

vm cos (m (��  R))

#

symmetry �! �+ ⇡ implies v1 = v3 = v5 = . . . = 0.
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out of event plane

in event plane

:: quantify effect by measuring particle distribution in azimuth

::  measures ellipticity of momentum distributionv2(pt, y)

:: odd-coefficients [v3, …] vanish by 𝜙 → 𝜙 + π   symmetry

dN
dϕ

= N
2π [1 + 2∑

n
vn cos(n(ϕ − ψ))]

event plane angle: direction of maximum particle density 



MEASURING FLOW

strong centrality dependence 

small for central [small spatial asymmetry] 

maximum for mid-central 

smaller for very peripheral [small QGP] 

conversion of spatial asymmetry into momentum asymmetry 
is a key property of hydrodynamics
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Elliptic flow

• Strong centrality dependence, 
largest for 40-50% 

• Very small spatial anisotropy  
in central collisions 

• Large anisotropy in midcentral 
collisions 

• Small overlap region in peripheral 
collisions

εn =
⟨rn cos(nϕ)⟩ + ⟨rn sin(nϕ)⟩

⟨rn⟩ ⟶ vn

hydrodynamicsMomentum distribution remembers shape of collision



ENGINEERING THE SHAPE

strong centrality dependence 
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Momentum distribution remembers shape of collision
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and ✓ is the polar angle of the particle. The 2nd or-
der event plane is determined using detectors in the Au-
going direction covering �3.0 < ⌘ < �1.0 in p/d+Au and
�3.9 < ⌘ < �3.1 in 3He+Au. The 3rd order event plane
is determined using detectors in the Au-going direction
covering �3.9 < ⌘ < �3.1 in all cases. The pseudorapid-
ity gap between the particle measurements and the event
plane determination excludes auto-correlations and re-
duces short-range correlations arising from, for example,
jets and particle decays—typically referred to as nonflow
correlations. Estimates of possible remaining nonflow
contributions are included in the systematic uncertain-
ties. Additional uncertainties related to detector align-
ment, data selection, and event plane determination are
also included in the systematic uncertainty estimation.
In these small collision systems the event plane resolu-
tion is low, meaning that vn{EP} =

p
hv2ni [27] and the

results are therefore equivalent to measurements using
two-particle correlation methods.

Measurements of vn as a function of pT are shown for
all three systems in Fig. 2. The measurements are per-
formed in the 0-5% most central events, an experimen-
tally determined criterion which selects the 5% of events
with the largest number of produced particles (here-
after referred to simply as “multiplicity”) in the region
�3.9 < ⌘ < �3.1. A detailed description of the central-
ity determination in small systems is given in Ref. [28].
The vertical bars on each point represent the statistical
uncertainties, while the shaded boxes represent the sys-
tematic uncertainties. The flow coe�cients follow the
prediction of hydrodynamical models shown in equation
(3). These relationships suggest that the primary driver
of azimuthal momentum anisotropies in particle emission
is initial spatial anisotropy.

While Fig. 2 o↵ers qualitative support for the hydro-
dynamic theory, Fig. 3 directly compares these data to
predictions from two hydrodynamical models, sonic [18]
(used in Fig. 1) and iEBE-VISHNU [29]. The core struc-
ture of the two models is similar: the initial condi-
tions are evolved using viscous hydrodynamics, the fluid
hadronizes, hadronic scattering occurs, and the vn co-
e�cients of the final-state hadron distributions are de-
termined using two-particle correlation methods. How-
ever, the detailed implementations are di↵erent, includ-
ing the use of di↵erent fluctuations in the initial energy
deposited, as well as di↵erent hadronic rescattering pack-
ages. Both calculations in Fig. 3 use a ratio of the shear
viscosity ⌘ to entropy density s of ⌘/s = 0.08 ⇡ 1

4⇡ ,
the conjectured lower limit in strongly-coupled field the-
ories [30].

Figure 3 shows that the hydrodynamical models are
consistent with the v2 data in all three systems. Both
models capture the magnitude di↵erence of v3 compared
to v2, the collision system dependence, as well as the
general pT dependence of v3. The models tend to di-
verge at higher pT in the case of v3, which may be
more sensitive to the hadronic rescattering. To quan-
tify the agreement, we calculate p-values following the
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FIG. 2. | Measured vn(pT ) in three collision systems.
a, Measurements of v2(pT ) in the 0-5% most central p+Au,
d+Au, and 3He+Au collisions at

p
sNN = 200 GeV. A d+Au

event from a MC Glauber model is inset with the elliptic sym-
metry plane angle,  2, depicted. b, Measurements of v3(pT )
in the 0-5% most central p+Au, d+Au, and 3He+Au collisions
at

p
sNN = 200 GeV. A 3He+Au event from a MC Glauber

model is inset with the triangular symmetry plane angle,  3,
depicted. Each point in a,b represents an average over pT
bins of width 0.2 GeV/c to 0.5 GeV/c; black diamonds are
3He+Au, blue squares are d+Au, red circles are p+Au. Line
error bars are statistical and box error bars are systematic
(Methods).

procedure of incorporating data systematic uncertainties
and their correlations into a modified �2 analysis laid
out in Ref. [31] (See Methods for details). We find that
sonic and iEBE-VISHNU yield combined p-values across
the 6 measurements of 0.96 and 0.061 respectively. The
large di↵erence in p-values is driven by the e↵ect of the
dominant nonflow uncertainty, which is asymmetric and
anti-correlated between v2 and v3. sonic tends to un-
derestimate the v2 and overestimate the v3, particularly
in p+Au and d+Au, which is more in line with the un-
certainty correlations than iEBE-VISHNU, which tends
to yield a poorer description of the pT slope. Overall,
the simultaneous description of these two observables in
three di↵erent systems using a common initial geometry
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FIG. 1. | Average system eccentricities from a Monte Carlo Glauber model and hydrodynamic evolution of
small systems. a, Average second (third) order spatial eccentricities, "2 ("3), shown as columns for small impact parameter
p+Au (red), d+Au (blue), and 3He+Au (black) collisions as calculated from a MC Glauber model. The second and third order
spatial eccentricities correspond to ellipticity and triangularity respectively as depicted by the shapes inset in the bars. b, Hy-
drodynamic evolution of a characteristic head-on p+Au (top), d+Au (middle), and 3He+Au (bottom) collision at

p
sNN = 200

GeV as calculated by sonic, where the p/d/3He completely overlap with the Au nucleus. From left to right each row gives the
temperature distribution of the nuclear matter at four time points following the initial collision at t = 0. The arrows depict
the velocity field, with the length of the longest arrow plotted corresponding to � = 0.82.

This ordering assumes that hydrodynamics can e�ciently
translate the initial geometric "n into dynamical vn,
which in turn requires a small value for the specific shear
viscosity.

There exist a class of alternative explanations where
vn is not generated via flow, but rather is created at the
earliest time in the collision process as described by so-
called initial-state momentum correlation models. They
produce a mimic flow signal where the initial collision
generates color flux tubes that have a preference to emit
particles back-to-back in azimuth [19, 20]. These color
flux tubes, also referred to as domains, have a trans-
verse size relative to the collision axis less than the color-
correlation length of order 0.1-0.2 fm. In the case where
individual domains are resolved, a collision system with
a larger overall area but the same characteristic domain
size (for example d+Au and 3He+Au compared with
p+Au and p+p) should have a weaker correlation because
the di↵erent domains are separated and do not commu-
nicate [21, 22]. An instructive analogy is a ferromag-
net with many domains: if the domains are separated
and disconnected, the overall magnetic field is weakened
by the cancellation of e↵ects from the random orienta-
tion in the di↵erent domains. The RMS diameter of the
deuteron is 4.2 fm, and so in d+Au collisions the two hot

spots are much further apart than the characteristic do-
main size. A straightforward prediction is then that the
v2 and v3 coe�cients should be ordered

vp+Au
n > vd+Au

n > v
3He+Au
n , (4)

in contradistinction to the hydrodynamic flow prediction.
An experimental realization of the proposed geome-

try scan has been under way since 2014 at RHIC. Col-
lisions of 3He+Au, p+Au, and d+Au at

p
sNN = 200

GeV were recorded in 2014, 2015, and 2016, respectively.
The PHENIX experiment observed elliptic anisotropies
in the azimuthal distributions of the charged particles
produced in all three systems [23–25], as well as trian-
gular anisotropies in 3He+Au collisions [25]. This Letter
completes this set of elliptic and triangular flow measure-
ments from PHENIX in all three systems and explores
the relation between the strength of the measured vn and
the initial-state geometry.
The vn measurements reported here are determined

using the event plane method [26] for charged hadrons
in the midrapidity region covering |⌘| < 0.35, where ⌘ is
the particle pseudorapidity,

⌘ ⌘ � ln

✓
tan

✓

2

◆
, (5)

PHENIX, Nature Phys. 15 (2019) 3, 214-220 



MASS DEPENDENCE OF FLOW
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Introduction Initial state Pre-equilibrium Hydrodynamics Hadronisation Hadronic re-scattering Summary

Discovery of flow

Collective flow

O’Hara et al.,
Science 298 (2002) 2179
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Korinna Zapp (Lund University) Heavy Ion Physics ESHEP 2023 29 / 45

heavier particles flow less 

hydrodynamics does an excellent jobs 

mass ordering due to common fluid velocity

Phys.Rev. C89 (2014), no.3, 034919 



FLOW AND FLUID PROPERTIES
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Phys.Rev. Lett. 99 (2007), 172301

Introduction Initial state Pre-equilibrium Hydrodynamics Hadronisation Hadronic re-scattering Summary

Hydrodynamics in a nutshell

Shear viscosity

I efficiency of v2 generation

sensitive to shear viscosity ⌘

I heavy ion collisions least

dissipative system known

Romatschke & Romatschke, Phys. Rev. Lett. 99 (2007) 172301

I conjectured lower bound form obtained from AdS/CFT

⌘

s
�

1

4⇡

⌘/s = 1/4⇡ realised in field theories with gravity duals

Kovtun, Son, Starinets, Phys. Rev. Lett. 94 (2005) 111601

Korinna Zapp (Lund University) Heavy Ion Physics ESHEP 2023 35 / 45

flow sensitive to fluid viscosity  

[recall slide with global Bayesian extraction  
from yesterday] 

ideal fluids flow more – perturbations 
propagate with no attenuation [note that an 
ideal gas has  viscosity] 

QGP is a nearly ideal fluid

∞

LETTERS
https://doi.org/10.1038/s41567-019-0611-8

Department of Physics, Duke University, Durham, NC, USA. *e-mail: jonah.bernhard@gmail.com

Ultrarelativistic collisions of heavy atomic nuclei produce an 
extremely hot and dense phase of matter, known as quark–
gluon plasma (QGP), which behaves like a near-perfect fluid 
with the smallest specific shear viscosity—the ratio of the 
shear viscosity to the entropy density—of any known sub-
stance1. Due to its transience (lifetime!~!10−23!s) and micro-
scopic size (10−14!m), the QGP cannot be observed directly, 
but only through the particles it emits; however, its character-
istics can be inferred by matching the output of computational 
collision models to experimental observations. Previous work, 
using viscous relativistic hydrodynamics to simulate QGP, 
has achieved semiquantitative constraints on key physical 
properties, such as its specific shear and bulk viscosity, but 
with large, poorly defined uncertainties2–8. Here, we present 
the most precise estimates so far of QGP properties, includ-
ing their quantitative uncertainties. By applying established 
Bayesian parameter estimation methods9 to a dynamical colli-
sion model and a wide variety of experimental data, we extract 
estimates of the temperature-dependent specific shear and 
bulk viscosity simultaneously with related initial-condition 
properties. The method is extensible to other collision models 
and experimental data and may be used to characterize addi-
tional aspects of high-energy nuclear collisions.

In normal matter, quarks and gluons are bound by the strong 
force into composite particles known as hadrons, such as protons 
and neutrons. At extreme temperature and density, discrete had-
rons transform into a fluid-like medium of deconfined quarks 
and gluons called the QGP. Quantum chromodynamics (QCD), 
the theory of the strong interaction, predicts that this transforma-
tion is a smooth crossover10 located at pseudocritical temperature 
Tc = 156.5 ± 1.5 MeV. Such temperatures—about 2 × 1012 K, over 
100,000 times hotter than the core of the Sun—materialized in the 
early Universe, moments after the Big Bang (t ! 1

I
 s).

Currently, two particle accelerator facilities, the Relativistic 
Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC), 
collide heavy nuclei with sufficient energy to create transient 
droplets of QGP. A single heavy-ion collision event can produce 
tens of thousands of particles, whose associated raw data are then 
reduced into observable quantities, such as particle multiplici-
ties and distributions of the magnitude of transverse momentum 
(pT ¼ ðp2x þ p2yÞ

1=2

I
). Another important measurement is the dis-

tribution of the azimuthal angle of transverse momentum, which 
often exhibits large azimuthal anisotropy. This is driven by spatial 
anisotropy in the initial collision geometry, which is converted to 
final-state momentum anisotropy by the hydrodynamic evolution 
of the medium. The observed momentum anisotropy, quantified by 
flow (Fourier) coefficients11,12 vn, is considered to be key evidence 
of collective flow in heavy-ion collisions13. (Similar behaviour has 
also been observed in ultracold quantum gases14 with comparable 

initial geometry, and is regarded as a general feature of strongly 
interacting systems.) The efficiency of the initial-state to final-state 
conversion depends strongly on the shear viscosity of the medium, 
typically expressed as the specific shear viscosity η/s, that is, the 
dimensionless ratio to the entropy density in natural units; larger 
η/s suppresses collective flow and reduces the vn. Previous work2–8 
has estimated η/s by matching the output of hydrodynamic model 
calculations to experimental observations of elliptic flow v2, trian-
gular flow v3 and other flow observables.

Computational collision models generally follow a multistage 
approach, mimicking the true stages of heavy-ion collisions15: 
after a brief pre-equilibrium stage of approximate duration 1 fm c–1 
(≈3.3 × 10−24 s, the time it takes light to travel 1 fm = 10−15 m) at the 
onset of the collision, the system equilibrates into QGP and begins 
to expand hydrodynamically. A viscous relativistic hydrodynamics 
model is used to calculate the spacetime evolution of the QGP and 
its transition to a hadron fluid at Tc, followed by a Boltzmann trans-
port model simulating the later reaction stages. The virtual particles 
that are output by the transport model are then used to compute 
observables analogously to experimental methods.

In this work, we apply Bayesian parameter estimation methods  
to determine fundamental properties of the QGP, including its 

Bayesian estimation of the specific shear and bulk 
viscosity of quark–gluon plasma
Jonah E. Bernhard! !*, J. Scott Moreland! ! and Steffen A. Bass! !
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Fig. 1 | Estimated temperature-dependent specific shear viscosity of the  
QGP compared with common fluids. The orange line and band show the  
posterior median and 90% credible region for the QGP ðη=sÞðTÞ

I
 estimated 

from Pb–Pb collision data at ffiffiffiffiffiffiffi
sNN

p ¼ 2:76
I

 and 5.02!TeV. The blue and 
green lines show ðη=sÞðTÞ

I
 for water and helium at different pressures 

relative to their critical pressures, as annotated, calculated from NIST 
data31. The tempera ture dependence is shown relative to each fluid’s critical 
temperature, T/Tc.

NATURE PHYSICS | VOL 15 | NOVEMBER 2019 | 1113–1117 | www.nature.com/naturephysics 1113



HIGHER FLOW HARMONICS
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SciPost Phys. 15 (2023) 2, 041

higher flow harmonics are non-zero 

flow is anisotropic 

importantly odd harmonics like  are not zero as 
they should from the  symmetry of the 
definition 

what is going on ?

v3
ϕ → ϕ + π
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FIG. 25. We show the anisotropic flow coefficients for PbPb collisions at 2.76 TeV using our MAP values. The top row shows
for six pT bins v2{2} for pions (left), kaons (middle) and protons (right) as a function of centrality. On the bottom row, the
left (middle) panel shows v3{2} (v4{2}) for pions, and the rightmost panel shows integrated flow for v2{2}, v2{4}, v3{2} and
v4{2}. The solid colored lines indicate the full model result, the dotted lines are the result without using the afterburner. The
black data points are from [68, 74].

FIG. 26. We show the anisotropic flow coefficients for pPb col-
lisions at 5.02 TeV obtained for our MAP values. Given the
difficulty obtaining accurate pPb results and hence posterior
distributions the model compares well with the data (dashed,
[78]). Interestingly our method also reproduces the flow co-
efficients for negative ṽn{k}, which corresponds to imaginary
values for the standard vn{k}.

vn{4}(pT ) =
2hh20iinhh2iin � hh40iin

(2hh2ii2n � hh4iin)
3/4

.

In Fig. 25 we show the anisotropic flow coefficients for
pions, kaons and protons in different pT bins as a func-
tion of centrality, as well as the integrated vn{k} for both
a simulation including (solid) and without (dotted) the
hadronic afterburner SMASH. By showing the flow coef-
ficients before applying the afterburner we clearly show
how the afterburner can in this case significantly decrease

anisotropic flow. The figure shows an impressive agree-
ment with the data, especially considering how both the
pT bin as well as the centrality affects these different
hadrons differently. The only significant deviations are
found in the three highest pT bins of pions and the high-
est pT bin of kaons. It is interesting that for protons all
curves agree, even though in the Bayesian analysis only
the (1.0, 1.4) and (1.4, 1.8) bins were used due to the more
limited statistics for the protons.

Fig. 26 shows the equivalent figure for the flow coeffi-
cients in pPb collisions. Recall that we defined ṽn{k} ⌘

sgn(vn{k}k)|vn{k}|, for which ṽn{k} is negative when
vn{k} is imaginary. Only the second and third harmonic
are used for the posterior estimates. As also mentioned
in Section IV A the emulator error for pPb is large for
this observable, which is not included in the theoretical
errors shown. It is however comforting to see a reason-
able description of the data, including statistically sig-
nificantly negative values for ṽ3{2} and ṽ4{2} (for ṽ4{2}
this is opposite from both ATLAS [78] and ALICE [91]
experimental data), which in particular shows that even
within a purely hydrodynamic model with hadronic cas-
cade vn{2} is not necessarily real.

D. Event-plane correlations

Event-plane angle correlations are another interesting
family of observables that we did not use in the Bayesian
analysis. It is hence interesting to compare the results
of Trajectum to experimental data. We used the def-

dN
dϕ

= N
2π [1 + 2∑

n
vn cos(n(ϕ − ψ))]



ANISOTROPY FROM EVENT-BY-EVENT FLUCTUATIONS
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symmetry argument for vanishing odd harmonics only holds for event-averaged geometry 

each event has a shape that cannot be described by eccentricity  alone 

flow of average geometry is not the same as average of flow of all events

ε2

Phys.Rev.C 81 (2010) 054905

Event-by-event fluctuations

argument for v3 = v5 = 0 is based on event-averaged geometric
distribution

deviations from this can come from event-by-event fluctuations.

one example is Glauber model

!10 !5 0 5 10

!5

0

5

initial transverse density distribution fluctuates event-by-event and this
leads to sizeable v3 and v5

more generally also other initial hydro fields may fluctuate: fluid velocity,
shear stress, baryon number density etc

40 / 75

MCGlauber IP-Glasma

Introduction Initial state Pre-equilibrium Hydrodynamics Hadronisation Hadronic re-scattering Summary

Nuclear geometry and fluctuations

Higher harmonics

no odd harmonics
fluctuations generate odd

harmonics

I very central collisions

I v2 small

I mid-central collisions

v2 � v3 > v4 . . .

ALICE, Phys. Lett. B 708 (2012) 249

Korinna Zapp (Lund University) Heavy Ion Physics ESHEP 2023 36 / 45

no odd-harmonics

Introduction Initial state Pre-equilibrium Hydrodynamics Hadronisation Hadronic re-scattering Summary

Nuclear geometry and fluctuations

Higher harmonics

no odd harmonics
fluctuations generate odd

harmonics

I very central collisions

I v2 small

I mid-central collisions

v2 � v3 > v4 . . .

ALICE, Phys. Lett. B 708 (2012) 249

Korinna Zapp (Lund University) Heavy Ion Physics ESHEP 2023 36 / 45

fluctuations generate odd-harmonics
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dominance of fluctuations implies centrality 
independence 

same holds for also measured higher harmonics

CMS, Phys.Rev. C89, 044906 (2014)
S. CHATRCHYAN et al. PHYSICAL REVIEW C 89, 044906 (2014)
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FIG. 9. (Color online) Comparison of the v3 results for PbPb collisions at
√

sNN = 2.76 TeV of the ALICE, ATLAS, and CMS
Collaborations for the indicated centrality ranges, as specified in percent. The PHENIX results for AuAu collisions at

√
sNN = 200 GeV

are also shown. Statistical (error bars) and systematic (light gray boxes) uncertainties are indicated. References and experimental conditions
are given in Table II. The predictions of the IP-Glasma + MUSIC model [62] for PbPb collisions at

√
sNN = 2.76 TeV are shown by the solid

lines in the 0%–5%, 10%–20%, 20%–30%, 30%–40%, and 40%–50% panels for 0 < pT < 2 GeV/c.

ATLAS results are also very similar for v6{!6}(pT) within
the respective uncertainties, as seen in Fig. 12. Figures 9–11
also show the predictions of the IP-Glasma + MUSIC model
of Ref. [62], as discussed in the next section. The model
calculations cover the hydrodynamic-dominated region of the
pT distributions.

The lower energy v3{!3} and v4{!4} results of the PHENIX
Collaboration for AuAu collisions at

√
sNN = 200 GeV are

also shown in Figs. 9 and 10, respectively. The n = 3 AuAu
results are systematically lower than those obtained by the
higher-energy LHC measurements, consistent with what was
previously observed for the elliptic-flow, n = 2 harmonic [18].
A different picture is suggested by the n = 4 distributions,
where now the RHIC results are systematically higher than
those observed at the LHC, although with large systematic
uncertainties.

IV. DISCUSSION

There is considerable interest in how the spatial
anisotropies, as characterized by spatial anisotropy param-
eters ϵn, created early in the collision of two ultrarela-
tivistic heavy ions get transformed into the experimentally
observed azimuthal anisotropy of emitted particles [30,33–

35,37,38,61,63–65]. The higher-order harmonics are expected
to be more sensitive to the details of the collision geometry
and its event-by-event fluctuations. This section develops the
scaling behavior of the experimental vn coefficients in terms
of the Glauber model ϵn values and also explores the effect of
fluctuations on the different analysis methods.

It is now recognized that the different experimental methods
used in determining the vn coefficients are related differently
to the underlying ϵn values. For example, vn{!n} coefficients
obtained with near-unity values for the event-plane resolution
factor R are expected to scale with ⟨ϵn⟩, whereas these
coefficients scale with

√
⟨ϵ2

n⟩ for lower values of R [30].
The two-particle correlations are also expected to scale
as

√
⟨ϵ2

n⟩, whereas the vn{4} coefficient should scale as
the fourth-order cumulant eccentricity, with [38] ϵ2{4} =
(⟨ϵ2

2⟩
2 − [⟨ϵ4

2⟩ − ⟨ϵ2
2⟩

2])1/4.
The details of the eccentricity scaling are model dependent

and beyond the scope of this paper. However, to achieve
an overview of the geometry scaled behavior, we present in
Fig. 13 the yield-weighted average vn results of Fig. 6 as a
function of the Glauber model

√
⟨ϵ2

n,m⟩ azimuthal asymmetries
discussed in Sec. II F. In general, the vn coefficients are
found to increase monotonically with the Glauber model
eccentricities for the most central events, up to the maxima in

044906-12
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determination of event plane is not always easy, particularly so when multiplicity is low 

same flow information [and more] can be obtained from particle-pair correlations

C(ϕ1, ϕ2) =
⟨ dN

dϕ1

dN
dϕ2

⟩
𝖾𝗏𝖾𝗇𝗍𝗌

⟨ dN
dϕ1

⟩
𝖾𝗏𝖾𝗇𝗍𝗌

⟨ dN
dϕ2

⟩
𝖾𝗏𝖾𝗇𝗍𝗌

= 1 + 2∑
n

v2
n cos(n(ϕ1 − ϕ2))
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C(ϕ1, ϕ2) =
⟨ dN

dϕ1

dN
dϕ2

⟩
𝖾𝗏𝖾𝗇𝗍𝗌

⟨ dN
dϕ1

⟩
𝖾𝗏𝖾𝗇𝗍𝗌

⟨ dN
dϕ2

⟩
𝖾𝗏𝖾𝗇𝗍𝗌

= 1 + 2∑
n

v2
n cos(n(ϕ1 − ϕ2))

jet peak

back-to-back jet
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C(ϕ1, ϕ2) =
⟨ dN

dϕ1

dN
dϕ2

⟩
𝖾𝗏𝖾𝗇𝗍𝗌

⟨ dN
dϕ1

⟩
𝖾𝗏𝖾𝗇𝗍𝗌

⟨ dN
dϕ2

⟩
𝖾𝗏𝖾𝗇𝗍𝗌

= 1 + 2∑
n

v2
n cos(n(ϕ1 − ϕ2))
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Fig. 2. Elliptic (v2), triangular (v3) and quadrupolar (v4) flow coefficients from superSONIC simulations (bands) compared to experimental data from ATLAS, CMS and ALICE 
(symbols) for p+p (left panel), p+Pb (center panel) and Pb+Pb (right panel) collisions at √s = 5.02 TeV [62–66]. Simulation parameters used were η

s = 0.08 and ζ
s = 0.01

for all systems. Note that ATLAS results for v3, v4 are only available for √s = 13 TeV, while all simulation results are for √s = 5.02 TeV.

Fig. 3. Multiplicity, pion mean transverse momentum and integrated elliptic flow coefficient for p+p collisions at √s = 5.02 TeV from superSONIC (bands) compared to 
experimental data from ALICE at √s = 7 TeV and ATLAS at √s = 5.02 TeV (symbols) [79,80]. Simulation parameters used were η

s = 0.08 and ζ
s = 0.01 for superSONIC and 

multiplicities were converted to charged particles per unit pseudorapidity as dN
dy = 1.1 Nch

|#η| .

ment observed in Fig. 2 is due to hydrodynamics, not late-time 
hadronic interactions.

The case of p+p collision at 
√

s = 5.02 TeV has moreover been 
studied as a function of multiplicity, and results for the multiplic-
ity, mean pion transverse momentum, and integrated elliptic flow 
are shown in Fig. 3 together with experimental data. This figure 
suggests that the multiplicity distribution is well represented in 
the superSONIC model, while the pion mean transverse momen-
tum only qualitatively matches experimental results: the simulated 
⟨pT ⟩ values exceed the results measured by ALICE (at 

√
s = 7 TeV) 

at all multiplicities. This finding is not surprising given that present 
simulations did not include bulk viscous corrections to the pion 
spectra, which can be expected to considerably affect ⟨pT ⟩ re-
sults, cf. Refs. [42,68,78]. Given the extreme sensitivity of ⟨pT ⟩ on 
bulk viscosity for proton+proton collisions [42], it is quite possi-
ble that including bulk corrections to spectra and/or fine tuning 
can lead to quantitative agreement of simulation and experiment 
for ⟨pT ⟩ in p+p collisions, while not significantly altering results 
for p+Pb and Pb+Pb collisions. Such fine-tuning is left for future 
work.

Also shown in Fig. 3 is the integrated elliptic flow coefficient 
as a function of multiplicity, indicating that v2 saturates at high 
multiplicities similar to what is observed experimentally. At low 
multiplicities, experimental procedures employed by different ex-
periments lead to different results. So while the method employed 
by the ATLAS experiment suggests a near constant behavior of v2
as a function of multiplicity, the method employed by CMS (not 
shown in Fig. 3) by construction implies that integrated v2 de-
creases as multiplicity is lowered. Nevertheless, reproducing the 
apparent saturation of integrated v2 at around 6 percent for high 

multiplicities (for which both ATLAS and CMS experiments agree 
on) is non-trivial for any model as this trend depends on the 
choice of shear viscosity and nucleon initial state parameters.

For p+Pb collisions and Pb+Pb collisions at 
√

s = 5.02 TeV, the 
model results for dN

dy for the 0–5% highest multiplicity events are 
within five percent of the experimental values at midrapidity [81,
82] when converting superSONIC multiplicities to pseudorapidity 
distributions as dN

dy = 1.1 dN
dη .

4. Conclusions

Relativistic p+p, p+Pb and Pb+Pb collisions at 
√

s = 5.02 TeV 
and small impact parameter have been simulated event-by-event 
using the super-hybrid-model superSONIC. Using initial conditions 
that allow for nucleon substructure in the form of three valence 
quarks, it was found that flow in all collision systems can be 
described simultaneously with a single set of fluid parameters. 
This finding suggests that the experimentally observed flow signals 
in proton+proton, proton+nucleus and nucleus+nucleus collisions 
are of common, and hydrodynamic, origin. However, more work 
will be needed to corroborate this conclusion.
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Figure 15: Flow coe�cients E2 and E3 for charged particles with 0.5 < ?T < 2.0 GeV in photonuclear events, reported
as a function of charged-particle multiplicity #

rec
ch . The vertical error bars and colored boxes represent the statistical

and total systematic uncertainties, respectively. The photonuclear data points are positioned at the average #
rec
ch value

in each interval. The measurements in photonuclear events (solid symbols) are compared with those in ?? collisions
at 13 TeV and ?+Pb collisions at 5.02 TeV [5] (open symbols), integrated over 0.5 < ?T < 5.0 GeV.

7 Results and discussion

This section presents the measurement of the second- and third-order flow coe�cients in photonuclear
collisions, in both cases as a function of # rec

ch and charged-particle ?T. These results are compared with
previous measurements of E2 and E3 for inclusive charged hadrons by ATLAS in inelastic, minimum-bias
13 TeV ?? collisions and in 5.02 TeV ?+Pb collisions [5].

Figure 15 presents the E2 and E3 values as a function of the event charged-particle multiplicity #
rec
ch .

Significant, nonzero values for E2 and E3 are observed and they are compatible with no #
rec
ch dependence

within uncertainties. The results are compared with previous measurements in ?? and ?+Pb collisions,
presented here as a function of # rec

ch for a slightly di�erent ?T selection, 0.5 < ?T < 5 GeV. Given the
shape of the ?T distribution in high-multiplicity ?? collisions [59] and the ?T-dependence of the E2 values,
the E2 in ?? collisions for 0.4 < ?T < 2 GeV particles (the selection used in this measurement) may be at
most 10% lower than the values presented for 0.5 < ?T < 5 GeV. In photonuclear events, the E2 values as
a function of # rec

ch are systematically below those in ?? and ?+Pb events, even after accounting for the
di�erent ?T ranges in the datasets. The E3 values are compatible with those in ?? and ?+Pb events within
significantly larger statistical and systematic uncertainties.

The E2 and E3 results as a function of charged-particle ?T are presented in Figure 16 for events with
20 < #

rec
ch  60. The E2 results have central values similar to those plotted as a function of # rec

ch in Figure 15

22
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and a slightly bigger complication …

flow also in Pb collisions [ultra-peripheral HIC]γ

ATLAS, Phys.Rev.C 104 (2021) 1, 014903
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and oddly …

flow in  collisions [high multiplicity]e+e−

Phys.Lett.B 856 (2024) 138957
Two particle correlations in e+e- collisions with ALEPH LEP1

24

• ALEPH LEP1 open data e+e- data at Z pole (91 GeV)  
• Charged particles multiplicity:  

• pT>0.2 GeV and |η|<1.74

• Thrust axis and jets are reconstructed by tracks + calorimeters 

Thrust axis analysis tries to align along 
the direction of the color string

e+ e-

Thrust Axis   𝑛̂

A. Badea, Y.J. Lee, GMI et al. Phys. Rev. Lett. 123, 212002 (2019) 
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FIG. 2: For the long-range region 1.6 < |�⌘| < 3.2, the
azimuthal associated yield is presented for Ntrk � 5
(left) and Ntrk � 50 (right). Data is presented in red

dots with statistical error bars, while systematic
uncertainties are detailed in the text. The pythia 6
model is shown in blue with its statistical error band.

side yield calculation. After this subtraction and correc-
tion for reconstruction e↵ects, the results are shown for
Ntrk � 5 and Ntrk � 50 in Fig. 2.

The excess yield of particle pairs near �� = 0 is deter-
mined by integrating the data up to the ZYAM fit’s min-
imum position in ��. For low multiplicity, a confidence
limit (C.L.) on the near-side pair excess is deduced using
a bootstrap method [54]. This considers the variability
in correlation function data points based on uncertain-

0 10 20 30 40 50 60 70

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1

10

210

 10.52 GeV-e+BELLE, e
 91.2 GeV-e+ALEPH, e

ALICE, pp 13 TeV
 183-209 GeV-e+ALEPH, e

Central value
Limit (95% C.L.
unless noted)σ>5

96%

>99% 98.4% >99%

0 10 20 30 40 50 60 70

7−10

6−10

5−10

4−10

3−10

2−10

1−10

1

10

210

〉 corr
trk

 N〈

As
so

ci
at

ed
 y

ie
ld

FIG. 3: Confidence limits on associated yield as a
function of hNcorr

trk i in the thrust axis analysis. This
work (LEP-II analysis,

p
s = 183� 209 GeV) is shown

in red, overlapping with results from Belle (pale
purple) [27], LEP-I (pale orange) [26], and ALICE (pale
gray, lab frame) [53]. The label “> 5�” indicates the 5�

confidence level upper limit.

ties. For each Ntrk bin, the bootstrap samples 2 ⇥ 105

variations. Most yield a minimum at �� = 0, implying
zero associated yield. If over 5% of variations exceed a
yield of 1⇥ 10�7, a 95% C.L. is given. Otherwise, a C.L.
for variations below this threshold is stated. This typ-
ically occurs in low multiplicity scenarios due to minor
uncertainties. At high multiplicity, the central value and
the total uncertainty are reported, and the results are
shown in Fig. 3. The results are also overlayed with the
associated yield reported in other small systems: e+e�

collisions by Belle [27], ALEPH (LEP-I) [26], and low-
multiplicity pp collisions by ALICE [53]. Incorporating
the same scaling treatment for e+e� and pp collisions as
detailed in ALICE publication [53], we scale the x axis
of the ALICE data by the acceptance correction coe�-
cients cee = 0.78 and cpp = 0.57 for ALEPH and ALICE
experiments, respectively. The scaled hNcorr

trk i for ALICE
data points are displayed with uncertainty ranges from
the scaling process. A half of the maximum deviation be-
tween the correction coe�cients is quoted as the relative
uncertainty. The reported thrust C.L.s are compatible
or lower than the central values of the associated yield
reported by CMS and ALICE, although the systematic
uncertainties of the CMS measurements at low multiplic-
ity are large. These C.L.s contrast measurements of a
nonzero azimuthal anisotropy signal in lower multiplicity
pp collisions [55, 56]. At a high multiplicity above 50,
the results are compatible with pp results from ALICE.
In Fig. 4, the extracted vn coe�cients between the

ALEPH data and the archived PYTHIA6 simulation are
compared as a function of pT . The quoted vn coe�cients
are obtained from Vn� assuming a factorization between
vassocn and vtrign , leading to vn = sign(Vn�)

p
|Vn�|. The

inclusive result, dominated by events with lower Ntrk, is
presented in the left panel. We observe a decent agree-
ment between data and simulation. A di↵erence is seen
for high multiplicity events with Ntrk � 50, as shown
in the right panel. The simulation generally predicts a
smaller magnitude for |vn|, reflecting the more complex
event topologies selected by the large particle multiplic-
ity. The data, however, shows an intriguing trend com-
pared to the simulation, especially in v2 and v3, where
the magnitude is larger.
The V2� for high multiplicity events with Ntrk � 50 is

also compared with measurements from the CMS collabo-
ration in high multiplicity proton-proton data [57] across
three di↵erent collision energies, as shown in Fig. 5. To
further suppress contributions from known processes, the
V2� from the simulation is subtracted from that of the
data. There is no large dependence of vsub2 {2} on collision
energy in high multiplicity proton-proton collisions. A
remarkably similar trend is observed in the ALEPH data
compared to vsub2 {2} in proton-proton collisions. Both
datasets exhibit a rising trend as a function of pT up to
3 GeV with a similar magnitude.
In summary, we present the first measurement of two-

Physics Letters B 856 (2024) 138957
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Fig. 2. For the long-range region 1.6 < |Δ𝜂| < 3.2, the azimuthal associated yield 
is presented for 𝑁trk ≥ 5 (left) and 𝑁trk ≥ 50 (right). Data is presented in red 
dots with statistical error bars, while systematic uncertainties are detailed in the 
text. The pythia 6 model is shown in blue with its statistical error band.

Fig. 3. Confidence limits on associated yield as a function of ⟨Ncorr
trk

⟩ in the 
thrust axis analysis. This work (LEP-II analysis, √𝑠 = 183 − 209 GeV) is shown 
in red, overlapping with results from Belle (pale purple) [29], LEP-I (pale or-
ange) [28], and ALICE (pale gray, lab frame) [68]. The label “> 5𝜎” indicates 
the 5𝜎 confidence level upper limit. The systematic uncertainties are included 
in the displays of confidence limits and the reported associated yield.

cedure was repeated considering three different fit functions, namely a 
three-term Fourier series plus a constant, a purely-even quartic function, 
and a purely-even quadratic function plus a cos 2Δ𝜙 term. The choice of 
fit function resulted as the dominant source of systematic uncertainty.

At low multiplicity, most variations lead to small associated yields. 
If over 5% of variations exceed a yield of 1 × 10−7, we quote an upper 
limit at 95% confidence level. Otherwise, a C.L. for variations below 
this threshold is stated. The aforementioned estimation is performed 
individually for the bootstrap samples generated with the three choices 
of fit functions. The most conservative confidence level (or confidence 
limit) is reported.

In the highest multiplicity interval, the central value is reported. The 
associated systematic uncertainty is obtained as the quadratic sum of the 
individual systematic sources. The measured associated yields in bins 
of multiplicity are shown in Fig. 3. The results are also overlaid with 
the measurements obtained in 𝑒+𝑒− collisions by Belle [29] and ALEPH 
(LEP-I) [28], and low-multiplicity pp collisions by ALICE [68]. Incorpo-
rating the same scaling treatment for 𝑒+𝑒− and pp collisions as detailed 
in ALICE publication [68], we scale the 𝑥 axis of the ALICE data by the 
acceptance correction coefficients 𝑐ee = 0.78 and 𝑐pp = 0.57 for ALEPH 
and ALICE experiments, respectively. The scaled ⟨Ncorr

trk
⟩ for ALICE data 

points are displayed with uncertainty ranges from the scaling process. 
The half of the maximum deviation between the correction coefficients 
is quoted as the relative uncertainty. The reported thrust C.L.s are com-
patible or lower than the C.L.s and the central values of the associated 

Fig. 4. 𝑣𝑛 as a function of the track pairs’ 𝑝𝑇 requirement in different multiplicity 
intervals for the thrust axis analysis for the LEP-II high-energy sample. Data’s 
𝑣1, 𝑣2, and 𝑣3 are shown in black, red, and purple error bars. MC results are 
dashed lines with corresponding colors.

Fig. 5. Excess of elliptic anisotropy coefficient sign(Δ𝑉2)
√
Δ𝑉2, where Δ𝑉2 =

𝑉2,data − 𝑉2,MC, as a function of the track pairs’ 𝑝𝑇 requirement for Ntrk ≥ 50 in 
the thrust axis analysis for LEP-II high-energy sample. The result is overlaid with 
CMS subtracted elliptic anisotropy coefficient measurements [71].

yield reported by Belle, LEP-I, and ALICE. These C.L.s contrast measure-
ments of a nonzero azimuthal anisotropy signal in lower multiplicity 
pp collisions [70,71]. At a high multiplicity above 50, the results are 
compatible with pp results from ALICE.

In Fig. 4, the 𝑣𝑛 coefficients as a function of 𝑝𝑇 are compared to the 
archived pythia 6 simulations. The multiplicity-integrated result (left 
panel), dominated by events with lower Ntrk , shows a decent agreement 
with the ALEPH MC simulation. A difference with respect to the simu-
lation is observed for events with Ntrk ≥ 50, as shown in the right panel 
of the same figure. The simulation generally predicts a smaller magni-
tude for |𝑣𝑛|. In Fig. 5, the excess of harmonic anisotropy coefficient of 
data with respect to MC, defined as sign(Δ𝑉2)

√
Δ𝑉2 where 𝑉2 is a sim-

plified notation of 𝑉2Δ in Eq. (5), is presented. This observable allows 
for suppressing jet-like correlations or any additional correlation that 
could emerge from known physics processes included in the pythia 6 
simulations. Therefore, it provides enhanced sensitivity to new physics 
mechanisms, which are not modeled in the existing MC simulations and 
could induce changes in the elliptic anisotropy coefficient in data. The 
excess of harmonic anisotropy coefficient measured in 𝑒+𝑒− can also be 
used to obtain a qualitative comparison with the 𝑣sub2 {2}measured in pp 
collisions, where the effects of jet-like correlations are suppressed by us-
ing lower-multiplicity data or template-fit methods [71]. The measured 
excess for events with Ntrk ≥ 50 is shown in Fig. 5, overlaid with the CMS 
high-multiplicity pp measurements of 𝑣sub2 {2} across three different col-
lision energies [71]. Despite the qualitative nature of this comparison, 
the excess of elliptic anisotropy coefficient measured in 𝑒+𝑒− collisions 
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unsurprisingly similar message from particle correlations

η∆
-4

-2
0

2
4

φ∆ 0
2

4

φ
∆

 dη
∆d

pa
ir

N2 d
 

tri
g

N1 1.6
1.7
1.8

 110≥ trk
offline = 5.02 TeV, NNNsCMS pPb  

 < 3 GeV/c
T

1 < p
(b)



AN ATTEMPT AT AN EXPLANATION WITH MANY OPEN QUESTIONS

67

in high-multiplicity pA and pp, correlations can be partly explained either as being remnants of 
correlations in the initial state [CGC-Glasma] or by dynamics [recombination and shoving] of Lund 
strings prior to hadronization. Nicely, these effects cannot explain the magnitude of correlations in AA 

or, by QGP being created in this systems and then explanation is analogous to AA 

hydrodynamics is a gradient expansion. In pp the gradients are huge and thus hydro should not be 
applicable. That hydro appears to work well in high-multiplicity pp is [at least for me] very puzzling 

search for other evidence of QGP in these systems 

explore smaller [then PbPb] nuclear systems to determine how small a droplet of QGP can be 
[OO@LHC during Run 3] 

initial state correlations could possibly explain  case [?????] 

all this obviously implausible in . origin of correlations has to be something else [?????] 

γA

e+e−



THE SPEED OF SOUND IN QGP
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the geometry of ultra-central collisions is essentially fixed [ ] but multiplicity can vary by 10-15% 

 variation is due to quantum fluctuations and  increases as multiplicity increases if QGP is fluid 

the speed of sound is given by 

b ≃ 0

⟨pT⟩

c2
s (T𝖾𝖿𝖿) = d ln⟨pT⟩

d ln N𝖼𝗁

2
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Entropy density (s), # of charged particles (Nch)

= d#
d$ =

d ln'
d ln( = d ln )!

d ln*"#!+,
b ≈ 0

Te
m

pe
ra

tu
re

 (T
 ≈

. $
/0

)

Figure 1: Conceptual representation of temperature vs. entropy density from mid-central to
ultra-central heavy ion collisions.

on fundamental thermodynamic laws,

c
2
s =

dP

d#
=

sdT

Tds
=

dhpTi/hpTi
dNch/Nch

. (1)

Here, in terms of experimental observables, s is directly proportional to Nch, while the temper-
ature T relates to the average transverse momentum (hpTi) of emitted particles with respect
to the beam axis [16]. Full hydrodynamic simulations, such as those made possible using the
TRAJECTUM model [19], have verified the above relationship, although there are features that
are not captured, as will be discussed later. As the c

2
s value depends only on the relative varia-

tion in hpTi and Nch, any global changes to the observables, such as an increase in the system
entropy through hadronic resonance decays [20], will not affect the result.

In this paper, we present a precise determination of the speed of sound in QGP using ultra-
central PbPb collision data at

p
s

NN
= 5.02 TeV, collected in 2018 by the CMS experiment at

the CERN LHC. By achieving a level of precision of several percent, comparable to theoreti-
cal uncertainties, our results serve as a robust benchmark for comparison with hydrodynamic
simulations and lattice QCD calculations of the EoS. These comparisons provide the most strin-
gent and direct constraints on the degrees of freedom attained by the medium created in these
collisions. Tabulated results are provided in the HEPData record for this analysis [21].

Phys.Lett.B 809 (2020) 1357497
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Figure 3: The average transverse momentum of charged particles, hpTi, as a function of the
charged-particle multiplicity, Nch, within the kinematic range of |h| < 0.5 and extrapolated to
the full pT range in PbPb collisions at

p
s

NN
= 5.02 TeV. Both hpTi and Nch are normalized by

their values in the 0–5% centrality class (hpTi0 and N
0
ch). Bars and the red band correspond

to statistical and systematic uncertainties, respectively. Hydrodynamic simulations from the
TRAJECTUM model [19] and the model by Gardim et al. [17] are also shown for comparison.
The dashed line is a fit to the data using Eq. (2) in the range of Nch/N

0
ch > 1.14.

is necessary. Based on the hydrodynamic simulations discussed in Refs. [16, 17], the effec-
tive temperature (Teff) of the QGP phase is found to be given approximately by hpTi/3, with
Teff = hpTi/3.07 quoted in Ref. [16] based on a soft equation of state. While the scaling factor
relating Teff to hpTi can depend on specific model assumptions, the theoretical uncertainty in
this value is believed to be small compared to the quoted experimental uncertainties, thereby
having no impact on the main conclusions drawn in this paper. In essence, Teff represents the
initial temperature that a uniform fluid at rest would have if it possessed the same amount
of energy and entropy as the QGP fluid does when it reaches its freeze-out state, the point at
which the quarks become bound into hadrons. Due to longitudinal expansion and cooling,
the Teff value is generally lower than the initial temperature of the QGP fluid. Nevertheless,
it still characterizes a temperature in the QGP phase, to which the extracted c

2
s value based

on the final-state hpTi and Nch corresponds. Possible effects of shear and bulk viscosity are
investigated in Ref. [16] and found to not impact this framework, as the shear viscosity in-
creases hpTi by about the same amount that the bulk viscosity decreases it. The hpTi0 value
is measured to be 658 ± 25 (syst) MeV, leading to a Teff value for the ultra-central PbPb data
of 219 ± 8 (syst) MeV (it varies by at most 2% toward the very end of Nch distribution within
the 0–5% centrality range). The statistical uncertainty is orders of magnitude smaller than the
quoted systematic uncertainties.

Assessing the QGP speed of sound with ALICE Omar Vázquez Rueda

h#parti values in the 0 � 0.1% centrality range obtained with the ⇢T-based centrality estimator
are systematically lower than those obtained from using the #ch-based centrality estimators. This
indicates different selection biases; the ⇢T centrality estimator selects events with fewer charged
particles at midrapidity than the #ch estimators for the same centrality interval.

The main observable is the centrality dependent correlation between h?Ti/h?Ti0�5% and
hd#ch/d[i/hd#ch/d[i0�5%, where h?Ti0�5% and hd#ch/d[i0�5% are measured in the 0 � 5% cen-
trality interval. Both quantities are derived from the ?T spectra in the range of ?T = 0 to 10 GeV/2.
The spectra are fully corrected for acceptance, tracking inefficiencies, and secondary particle con-
tamination. The squared speed of sound, 22

B, is extracted from a fit to the h?Ti/h?Ti0�5% versus
hd#ch/d[i/hd#ch/d[i0�5% correlation using the parameterization proposed in [2].
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Figure 2: (Left) Correlation between h?Ti/h?Ti0�5% and hd#ch/d[i/hd#ch/d[i0�5%. The H-axis scale
for the ⇢T-based centrality estimators (III and IV) is to be read from the H-axis located to the right of the
bottom right panel. The lines on top of the data correspond to fits. The uncertainty on 2

2
B corresponds to

the sum in quadrature of the statistical and systematic uncertainties. The vertical uncertainty bars in each
point correspond to the sum in quadrature of the statistical and systematic uncertainty. The total uncertainty
in the hd#ch/d[i/hd#ch/d[i0�5% is negligible and hence not visible. (Right) Extracted 2

2
B , as a function of

the minimum |�[ |. The results are compared with the measured value by the CMS Collaboration [11]. The
uncertainty bars around the data points correspond to the sum in quadrature of the statistical and systematic
uncertainties. The Lattice QCD prediction of 2

2
B for deconfined matter is obtained from the HotQCD

collaboration [4]. Figure taken from [7].

The left figure in Fig. 2 displays the h?Ti/h?Ti0�5% versus hd#ch/d[i/hd#ch/d[i0�5% for the
centrality estimators listed in Tab. 1, along with fits to the data. The top left panel shows results with
|�[ | = 0.2 using the SPD and the TPC for centrality estimation. Both provide similar distributions,
suggesting the yield with transverse momentum below ?T = 0.15 GeV/2 is not significant for
selecting collisions with similar entropy densities. This is further confirmed by the similar 2

2
B

between the two estimators. The top right panel of Fig. 2 presents results from introducing a
minimum |�[ | = 0, 0.4, 0.9. The h?Ti/h?Ti0�5% with |�[ | = 0 rises at a steeper rate compared
to when |�[ | = 0.4, while the hd#ch/d[i/hd#ch/d[i0�5% remain similar. This may be attributed
to the finite width of jets, whose fragmentation products leak into the region where the h?Ti is
measured. The V0 ensures a minimum |�[ | = 0.9, yielding the shortest hd#ch/d[i/hd#ch/d[i0�5%

at midrapidity. The h?Ti/h?Ti0�5% with the V0 centrality estimator shows an increase but at
lower rate, which is reflected in the lowest extracted 2

2
B. The bottom left panel of Fig. 2 presents

4

extracted value in agreement with lattice QCD calculation, but  precise value very dependent on 
definition of centrality class

CMS, Rept.Prog.Phys. 87 (2024) 7, 077801
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all observables discussed so far are related to global [bulk] QGP properties 

need further probes sensitive to diverse space, momentum and time scales of QGP



HOW TO PROBE ANYTHING
so far we haven’t invoked the best way of probing anything
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HOW TO PROBE ANYTHING
scatter something off it
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Abstruse  Goosecannot [easily] understand a frog from scattering it off another frog
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scatter something you understand off it

7 1.1 QCD, DIS, and the parton model

k

k
0

q

Figure 1.1: Lepton-hadron scattering experiment

proton ⇠ 1 fm), the internal (deep) structure of the hadron is probed.

In deep inelastic scattering (DIS) experiments, fig. 1.2, a lepton9 is scattered o↵ a hadronic

target10.

kl

k
0

l
0

q �
⇤

p
)

pX

Figure 1.2: Deep inelastic scattering

Here, k is the momentum of the incoming lepton (l), k
0 the momentum of the lepton in the

final state (l0). The exchanged photon has momentum q = k � k
0, p is the momentum of

the hadronic target of mass M , and pX = p + q is the momentum of the final state hadronic

system.

It is convenient to define the Lorentz invariants:

s = (p + k)2 , (1.5)
9Or anti-lepton.

10In general, the lepton can also be a neutrino. In that case, the interaction is due to the exchange of a
charged vector boson (W±). For a charged lepton, the exchanged boson is either a photon or a Z

0. Hereafter,
we shall only consider the scattering of charged leptons, at energies well below the Z

0 threshold, such that
the exchanged boson will always be a photon.

deep inelastic scattering is the golden process for proton/nucleus structure determination

dial  to probe distances  Q2 = − (k′ − k)2 λ = 1/Q

QGP too short-lived ( ) for external probes to be of any use 

to mimic DIS paradigm need multi-scale probes produced concurrently with QGP

∼ 30 𝗒𝗌
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time

collision [out-of-equilibrium process]
many soft [small momentum exchange] collisions 

responsible for bulk low-momentum particle production 
will quickly hydrodynamize 

very few hard [large momentum exchange] collisions 
off-spring will slowly relax toward hydrodynamization, yet 
remain out-of-equilibrium while traversing hot soup

~ 0.1 fm/c 
[~10-25 s] 

jets



jet definition [in elementary collisions]
:: a jet is defined by a set of rules and parameters [a jet algorithm] specifying how to combine constituents and when to stop :: 



1. compute all distances dij and diB 

2. find the minimum of the dij and diB 

3. if it is a dij, recombine i and j into a single 
new particle and return to 1 

4. otherwise, if it is a diB, declare i to be a 
jet, and remove it from the list of 
particles. return to 1 

5. stop when no particles left

jet definition [in elementary collisions]
:: a jet is defined by a set of rules and parameters [a jet algorithm] specifying which particles are to be grouped together and 
when to stop, and how to combine properties of constituents into jet properties [a recombination scheme] :: 

2.2.5 The anti-kt algorithm

One can generalise the kt and Cambridge/Aachen distance measures as [33]:

dij = min(p2pti , p
2p
tj )

∆R2
ij

R2
, ∆R2

ij = (yi − yj)
2 + (φi − φj)

2 , (10a)

diB = p2pti , (10b)

where p is a parameter that is 1 for the kt algorithm, and 0 for C/A. It was observed in [33]
that if one takes p = −1, dubbed the “anti-kt” algorithm, then this favours clusterings that
involve hard particles rather than clusterings that involve soft particles (kt algorithm) or
energy-independent clusterings (C/A). This ultimately means that the jets grow outwards
around hard “seeds”. However since the algorithm still involves a combination of energy
and angle in its distance measure, this is a collinear-safe growth (a collinear branching
automatically gets clustered right at the beginning of the sequence).12 The result is an
IRC safe algorithm that gives circular hard jets, making it an attractive replacement for
certain cone-type algorithms (notably IC-PR algorithms).

One should be aware that, unlike for the kt and C/A algorithms, the substructure clas-
sification that derives from the clustering-sequence inside an anti-kt jet cannot be usefully
related to QCD branching (essentially the anti-kt recombination sequence will gradually
expand through a soft subjet, rather than first constructing the soft subjet and then re-
combining it with the hard subjet).

2.2.6 Other sequential recombination ideas

The flexibility inherent in the sequential recombination procedure means that a number of
variants have been considered in both past and recent work. Some of the main ones are
listed below.

Flavour-kt algorithms. If one is interested in maintaining a meaningful flavour for jets
(for example in purely partonic studies, or when discussing heavy-flavour jets), then one
may use a distance measure that takes into account the different divergences for quark and
gluon branching, as in [81, 82]. The essential idea is to replace eq. (4) with

y(F )
ij =

2(1− cos θij)

Q2
×
{

max(E2
i , E

2
j ) , softer of i, j is flavoured,

min(E2
i , E

2
j ) , softer of i, j is flavourless,

(11)

where gluonic (or non-heavy-quark) objects are considered flavourless. This reflects the
fact that there is no divergence for producing a lone soft quark, and correctly ensures that
soft quarks are recombined with soft antiquarks. In normal algorithms, in contrast, a soft
quark and anti-quark may end up in different jets, polluting the flavour of each one. Full

12If one takes p → −∞ then energy is privileged at the expense of angle and the algorithm then becomes
collinear unsafe, and somewhat like an IC-PR algorithm.

24

e.g., generalized kT family of sequential recombination jet algorithms

p = 1  :: kT algorithm :: ordered in transverse momentum 

p = 0  :: Cambridge/Aachen algorithm :: ordered in angle 

p = -1 :: anti-kT algorithm :: anti-ordered in transverse momentum 

p = 1/2 :: τ algorithm :: ordered in inverse time

for an extensive discussion see G. Salam 0906.1832 [hep-ph] 



jet definition [in elementary collisions]
:: a jet is defined by a set of rules and parameters [a jet algorithm] specifying how to combine constituents and when to stop :: 

jet algorithm

experimentally measurable  
collimated spray of hadrons

theoretically calculable 
fragmentation of energetic parton
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jet definition [in elementary collisions]
:: a jet is defined by a set of rules and parameters [a jet algorithm] specifying how to combine constituents and when to stop :: 

jet algorithm

a jet is a jet is a jet is a jet
experimentally measurable  
collimated spray of hadrons

theoretically calculable 
fragmentation of energetic parton

robust and effi
cien

t

IR and collinear safe
IR and collinear safe

QCD branching

experimental jet
theory jet



Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,
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specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,
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• kT R=0.4 jets are different from anti-kT R=0.4,  

• also, anti-kT R=0.2 are not the inner R=0.2 core of anti-kT R=0.4 jets, etc.  

• jets reconstructed with a given algorithm [typically anti-kT for experimental robustness] can be 
reinterpreted [reclustered] with a different algorithm to benefit simultaneously from 
experimental robustness and direct theoretical interpretation 

•  however, C/A reclustering of anti-kt R=0.4 jet is not C/A R=0.4 jet 

• jet diversity is a tool rather than a hindrance :: grooming/substructure methods 

jet diversity

Cacciari, Salam, Soyez 0802.1189 



• defined by same jet algorithm[s] as in elementary collisions with essential 
background subtraction

jets in heavy ion collisions

jet algorithm 
+ 

background subtraction



• defined by same jet algorithm[s] as in elementary collisions with essential 
background subtraction

jets in heavy ion collisions

jet algorithm 
+ 

background subtraction

what has to be calculated? 

what is in a heavy ion jet? 



A JET IN QGP :: HARD PRODUCTION
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⊗ ⊗

nuclear structure sufficiently 
constrained in relevant 

kinematical domain 

hard scattering localized on point like scale 
oblivious to surrounding matter 

[calculable to arbitrary pQCD order]

all will be easy [denial]



A JET IN QGP :: PARTON SHOWER

shower constituents exchange [soft] 4-momentum and colour with QGP :: shower modified into 
interleaved vacuum+induced shower :: modified coherence properties :: single parton intuition 
and results do not carry through trivially :: multi-scale problem :: some shower constituents de-
correlate :: response of QGP to jet  becomes correlated with jet direction

83

this is tough [anger]

Zapp :: QM17 

Mehtar-Tani, Milhano, Tywoniuk :: Int.J.Mod.Phys. A28 (2013) 

Mehtar-Tani, Tywoniuk, Salgado :: many 

Apolinário, Armesto, Milhano, Salgado ::  JHEP 1502 (2015)

Blaizot, Dominguez, Iancu, Mehtar-Tani :: JHEP 1406 (2014)

L. Apolinário et al. / Physics Letters B 718 (2012) 160–168 163

Fig. 4. Radiation diagram for gluon emission inside the medium for the limiting case
x → 1. The meaning of the variables and indices is analogous to that in Fig. 3.

(a) = γ−p1+/A1p+γ− = p1+A1p−γ−γ+γ−

= 2p1+A1p+γ−, (18)

(b) = 2q1 · A′
1ū(q) − ū(q)/q1︸ ︷︷ ︸

≃0

/A′
1. (19)

In this last simplification, we are keeping only the dominant term
of the Dirac equation since q1+ = q+ . But we must not forget that
the q⊥ coming from the spinor ū(q) is actually q1⊥ ≠ q⊥ . This
means that in the squared modulus, the transverse momentum
that appears from this T -matrix corresponds to an inner mo-
mentum. The same is applied to the gluon transverse momentum
coming from the gluon polarization vector, k⊥ = −q1⊥ .

Using the properties listed in Appendix A and
∫

dq−
2π

dq⊥
(2π)2

e−iq−(x(i+1)+−xi+)+iq⊥·(x(i+1)⊥−xi⊥)

× i

q− − (q2⊥/2q+ − iε)

= Θ(x(i+i)+ − xi+)G0(xi+,xi⊥; x(i+1)+,x(i+1)⊥|q+), (20)

where

G0(xi+,xi⊥; x(i+1)+,x(i+1)⊥|q+)

= q+
2π i(x(i+1) − xi)+

exp
{
ip+
2

(x(i+1) − xi)2⊥
(x(i+1) − xi)+

}

≡
r⊥(x(i+1)+)=x(i+1)⊥∫

r⊥(xi+)=xi⊥

Dr⊥(ξ)exp

{
iq+
2

x(i+1)+∫

xi+

dξ
(
dr⊥
dξ

)2
}

(21)

is the Green’s function of a free particle that propagates in the
transverse plane from xi⊥ at (light-cone) time xi+ to x(i+1)⊥ at
time x(i+1)+ , we get for the T -matrix for a gluon emitted inside
the medium

Tg = 1
2

∫
dy+ dx⊥ e−iq⊥·x⊥GA′A′

1
(y+,y⊥ = 0⊥; L+,x⊥|q+)

× igT a1
A′
1A1

WA1A(x0+, y+;0⊥)Waa1
(
y+, L+;0⊥

)

× ū(q)/ϵ∗(k)γ−Mh(q + k), (22)

where the use of uppercase (lowercase) color indices in the Wil-
son lines indicate that they are to be taken in the fundamental
(adjoint) as they correspond to the rescattering of a quark (gluon).

The total T -matrix, Ttot , is the sum of both contributions
(Eqs. (15) and (22)). The spectrum is computed as the inelastic
cross-section over the elastic cross-section (see the elastic process
in Fig. 5).

Fig. 5. Elastic process.

Thus

〈
|Mtot|2

〉
= ⟨|Ttot|2⟩

|Tel|2
=

〈∣∣M2
q
∣∣〉 +

〈∣∣M2
g
∣∣〉 + 2Re

〈{
MgM

†
q
}〉

, (23)

where

Tel = ū(p)Mh(p) ⇒ |Tel|2 =
√
2p+

∣∣Mh(p)
∣∣2. (24)

As a consistency check we are able to recover the vacuum con-
tribution in the limit of x → 1 from the quark amplitude,

〈∣∣M2
q
∣∣〉 = 2g2CF

q2
⊥

x(1− x)
{
1+ (1− x)2

x

}
(25)

⇒ x
dI

dxd2k⊥

∣∣∣∣
x→1

≃ CFαs

2π2

1

k2
⊥

= αs

2π2

1

k2
⊥
P g←q(x → 1) (26)

with k⊥ = −q⊥ and the vacuum splitting function [39,40]

Pvac
g←q(z) = CF

[
1+ (1− x)2

x

]
x→1−→ CF . (27)

As for the other two terms in Eq. (23) (the medium contribu-
tion), the Dirac and color algebra are still to be simplified. They
can be simplified using the polarization sum (with η = (0,1,0⊥))

∑

λ

ϵ∗
µ(k,λ)ϵν(k,λ) = −gµν + kµην + kνηµ

k · η (28)

and the relation between the Dirac spinors
∑

s

u(q, s)α ū(q, s)β = /qαβ +mαβ . (29)

Using these two relations, we will end up with the trace of γ -
matrices that are easily computed. For the color algebra, one can
reduce all the traces to the fundamental representation using [41]

Wab(x⊥) = 2Tr
[
T aW F (x⊥)T bW F †(x⊥)

]
(30)

to simplify the expression.
Putting all the kinematics in terms of the initial energy p+

and the fraction of momentum carried away by the gluon, x, the
medium amplitude can be written as:

〈
|Mmed|2

〉
=

〈
|Mg |2

〉
+ 2Re

〈
MgM

†
q
〉

= g2CF
1+ (1− x)2

x
1
p+

Re
{

1
(1− x)xp+

×
∫

dy+ dȳ+ dx⊥ dx̄⊥ dz⊥ e−iq⊥·(x⊥−x̄⊥) 1
N

∂

∂y⊥
× Tr

〈
G(y+,y⊥ = 0⊥; ȳ+, z⊥|q+)W †(y+, ȳ+;0⊥)

〉
F

· 1
N

∂

∂ ȳ⊥
Tr

〈
G†( ȳ+, ȳ⊥ = 0⊥; L+,x⊥|q+)

× G( ȳ+, z⊥; L+;x⊥|q+)
〉
F + 2

q⊥
q2

⊥

·
∫

dy+ dx⊥ e−iq⊥·x⊥ 1
N

∂

∂y⊥
× Tr

〈
G(y+,y⊥ = 0⊥; L+,x⊥|q+)

× W †(y+.L+;0⊥)
〉
F

}
, (31)



A JET IN QGP :: HADRONIZATION

very little known about QGP induced modifications of already ill-understood hadronization in 
vacuum
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Figure 2. Example of a hard q q → q q event embedded in a nucleus-nucleus collision in which one of the

high-pT quarks interacts once with the surrounding QCD matter which induces gluon radiation. Gluons

are denoted by qq̄-pairs. The red lines denote the color singlet into which the leading quark k is grouped

to form a cluster (left-hand side) or a Lund-string (right-hand side) in the corresponding hadronization

models.
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Figure 3. Same as Fig. 2, but for the case that the high-pT quark radiates the gluon prior to interacting

with the medium.

projectile with the QCD medium. The second possibility is shown in Fig. 3, where (from the point of
view of color flow) interaction with the medium occurs after the gluon emission. As a consequence,

the leading color singlet cluster combines a quark at projectile energy with a target component
at low (thermal) pT . In [19] the invariant mass of this cluster was shown to be parametrically

larger than the one of the cluster in Fig. 2. Analogously, in the Lund framework the leading
string connects the quark k directly to the target. The radiated gluon is, in both descriptions,
color decohered from the projectile and will contribute only to an increase of the multiplicity of

soft hadrons. In the following, we shall refer to these color configurations as medium-modified or
gluo-decohered.

We finally relate this discussion to the diagrams in Fig. 4 that are usually drawn for the
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Beraudo, Milhano, Wiedemann ::  JHEP 1207 (2012) 

jet-QGP interaction modifies color connections in the jet and thus hadronization pattern  
[in any reasonable effective model] 

can learn about hadronization modifications at an EIC



A JET IN QGP :: JET RECONSTRUCTION

uncorrelated QGP background needs to be subtracted :: jet-correlated QGP response should 
not :: do experimental and phenomenological procedures do the same [and the right] thing? :: 
how can I know?
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this is probably hopeless  [depression]
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Zapp :: QM17 



A JET IN QGP :: OBSERVABLES

keeping in mind all the caveats compute something that has been/you want to be measured 
and understand what it might be sensitive to and how it can help removing the caveats 

86

work with what you have to eventually have more  [acceptance]



THE FIVE STAGES OF HEAVY ION JET PHENOMENOLOGY

denial :: anger :: bargaining :: depression :: acceptance

the theoretical, phenomenological, and experimental challenges posed by the complexity of jets in heavy 
ion collisions are the best shot we have at furthering our understanding of the QGP



PARTON ENERGY LOSS

first step in understanding modifications of jets is to tackle energy loss of a single parton 

take a QGP as discrete set of non-interacting [screened] and recoilless scattering centres expanding 
or not [here not] 

interaction between parton and QGP on timescale much shorter than characteristic QGP time scales 
[compute for fixed configuration and average over ensemble later on] 

momentum exchange purely transverse — medium gauge field written as 

assuming gaussian distribution, medium properties enter via 2-point correlator

88
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non-perturbative input is constrained by global fits to data in a manner analogous
to the PDFs.

Alternatively, as is the case Monte-Carlo event generators, the partonic branch-
ing can be performed down to a scale Q0 ⇠ 1 GeV at which an e↵ective hadroniza-
tion dynamical procedure is invoked. In these implementations, the partonic frag-
ments are grouped into color neutral structures (Lund strings,59 clusters60) which
dynamically decay into the final state hadrons.

When addressing observables involving reconstructed jets, a strict definition —
an algorithm specifying how to group the fragments completed by a set of param-
eters (e.g., the jet radius) — of what the jet is must be given. Since, in general,
di↵erent jet definitions result in di↵erent jets, comparison between theory calcula-
tions and data are only meaningful when the same definition is used. The rationale
behind the various existing jet definitions, their applicability and robustness are
discussed at length in Ref. 61.

3. Probing the medium

The jets probe the underlying medium, which we proceed to discuss. We com-

pare di↵erent models for the medium and consider thermal e↵ects that arise

in the plasma. Subsequently, the concrete model realization of the medium

properties is treated as an input to the calculation of medium e↵ects on jets

in the following sections.

In the rest frame of a highly energetic particle the incoming medium is strongly
Lorentz contracted and nearly translationally invariant. One therefore typically as-
sumes that the probe will not be sensitive to the longitudinal structure of the plasma
but only to its static properties. In other words, that the interaction between probe
and medium is instantaneous. Leaving a discussion about this point to the end of
this section, we will presently implement this approximation which translates into
the fact that the momentum exchange is purely transverse. The medium gauge field,
A�

med
(q) ⌘ taAa,�

med
(q),d where q is the momentum transfer from the medium and ta

is a SU(3) matrix in the fundamental representation, can therefore conveniently be
written in terms of the e↵ective field

A�
med

(q) = 2⇡ �(q+)

Z 1

0

dx+ eiq
�x+

A�
med

(q, x+) , (5)

which, in this mixed representation, depends only on the light-cone time x+e and
the transverse momentum q ⌘ (q1, q2). To simplify the expression in the following
we will identify the symbol t with the light-cone time, t ⌘ x+.

In the setup described above, assuming a Gaussian distribution for the medium
field, the input from an underlying theory of the plasma enters in the simplest case

dWe will work in the light-cone gauge A+ = 0 where A� is the only relevant component of the
medium field.
eLight-cone coordinates are defined as x± ⌘ (x0 ± x3)/

p
2.
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as a two-point function correlator, which can be written as

hAa,�
med

(q, t)A⇤ b,�
med

(q0, t0)i = �ab n(t) �(t � t0) (2⇡)2�(2)(q � q0) �(q2) , (6)

where �(q2) contains the microscopic details of the interaction with the medium
constituents and n(t) the density of color charges (which could be a function of
the interaction time for expanding media). Note that the correlator is instanta-
neous reflecting the assumption about a translationally invariant medium. Neglect-
ing higher-order correlators in all observables corresponds to treating the medium
as a set of independent scattering centers. In fact, this correlator, at lowest order
in the medium coupling g, scales with the medium length and is leading compared
to higher-order ones in the limit of large media and g ⌧ 1.62

This can also be understood in terms of screening phenomena in the plasma.
Consider the squared Yukawa potential (in momentum space)

�GW(q2) =
g2

(q2 +m2

D)
2
, (7)

which is screened by the characteristic (Debye) mass mD. In coordinate space this
corresponds to the fact that the potential extends up to a characteristic distance
rscr ⇠ m�1

D . This physical setup models the medium as a set of static, randomly
distributed scattering centers with a mean free path given by �mfp ⇠ (n(t)�el)�1,
where the elastic cross section is simply �el /

R
d2q �(q2)/(2⇡)2. This is the so-called

Gyulassy-Wang (GW) model of the QGP.11,63,64 Assuming that rscr ⌧ �mfp allows
us to treat the scattering centers as independent and justifies the simplifications
above. In the opposite case the probe can, in principle, be sensitive to higher-order
correlators which capture collective behaviors of the plasma.f

Gluon fields at finite temperatures generate screening e↵ects as well. These ef-
fects can be studied by high-temperature e↵ective theories, such as the hard thermal
loop (HTL) approximation66,67 (see, e.g., Refs. 68,69 for reviews). It was found that
the longitudinal (electric) gluon fields are screened by a dynamically generated De-
bye screening mass, which relates to the temperature of the medium as mD ⇠ gT .
The (static) magnetic components are, on the other hand, not screened (see, e.g.,
Ref. 70 for further details). Since the mean free path scales with an additional factor
of the inverse density, and thus scales as (g2T )�1, in the weakly coupled regime,
g ⌧ 1, the assumption of independent scattering centers is justified.47

First and foremost, the interaction with the thermal fields induces thermal
masses of the probe due to the modification of their (static) self-energies, see Eq. (23)
below. Besides, the probe can alter its kinematics during propagation by exchanging
momentum with the thermal medium. Historically, one first calculated the elastic
rescattering cross section71,72 which gives rise to so-called elastic energy loss.7 Due
to the inherent collinear nature of radiative processes it was quickly realized that,
although being suppressed by a power of the coupling, they could contribute at the

fNon-eikonal corrections, allowing for recoil e↵ects, have recently been calculated in Ref. 65.



PARTON ENERGY LOSS
parton can exchange 4-momentum with QGP 

transfer to QGP results in [elastic] energy loss 

transfer from QGP results in energy gain which can stimulate radiation :: medium induced 
radiation is the leading mechanism for parton energy loss

89
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Fig. 1. Diagrams contributing to the dipole scattering rate in Eq. (10) (one must also add the
complex conjugate diagrams).

same level as elastic scattering due to phase space enhancement and become domi-
nant for propagating partons of su�ciently high energy. This was first discussed in
the context of photon radiation at finite temperatures45,46,75,76 and later extended
to gluons.47,77 This gives, in turn, rise to the so-called Landau-Pomeranchuk-Migdal
(LPM) e↵ect:73,74 the formation time of induced radiation can exceed the mean free
path giving rise to interference e↵ects between subsequent rescatterings, see Sec. 4.1
for a comprehensive discussion. Since the radiative processes scale with a larger
power of the in-medium path length, see Eq. (29) and discussion below, compared
to elastic ones, one usually neglects the latter e↵ects for highly energetic probes and
large media.7 While elastic rescattering e↵ects should be incorporated consistently
for low-pT observables, see also Ref. 78 and comment below, we will not currently
examine them in more detail.g

Then, for soft momentum transfers from the medium, |q| ⌧ T , the potential
(squared) at leading order in the coupling becomes76

�HTL(q
2) =

g2

q2(q2 +m2

D)
, (8)

and scales as �HTL ⇠ Nq�4 for |q| � T , where the constant is e.g. given in Ref. 84.
Comparing to the static potential, Eq. (7), one observes a divergent behavior for
small |q|. Higher-order corrections in g to Eq. (8) are also known,85 and lead to an
even bigger enhancement of the soft sector. Thermal e↵ects are included in several
theoretical calculations45–47,86–88 of radiative processes in medium, recently also in
the presence of a finite chemical potential.89

From our discussion so far, the probe will be sensitive to medium characteristics
through interactions which induce dependence on parameters. The second moment
of the correlator in Eq. (6), historically called q̂, is a measure of the transverse
momentum (squared) acquired by the probe per unit length in the elastic scattering
and, as we will see below, is a highly important quantity for the study of jets in
medium. We will define it stripped of its relevant color factor, as

q̂(t) ⌘ ↵sn(t)

Z

|q|<q⇤
dq2 q2�(q2) , (9)

gOther e↵ects, such as, e.g., transition radiation,79 absorptive e↵ects80,81 and Mach cone cre-
ation82 or Cherenkov radiation83 due to supersonic motion in the plasma, can also play a role but
will not be discussed here.

q̂ ' µ2

�
transport coefficient  
[average momentum squared transfer per unit length]



SINGLE EMISSION [BDMPS-Z]
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Z L

0
dz

Z !c

0
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d!dz
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BEYOND BACK THE ENVELOPE [PATH-INTEGRAL]
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where the Wilson line

W↵f↵i

�
xf+, xi+; r(⇠)

�
= P exp

(
ig

Z
xf+

xi+

d⇠A�

�
⇠, r(⇠)

�
)

(2.2)

accounts for the colour rotation resulting from an arbitrary number of scatterings o↵ the

medium field A� ⌘ A
a
�T

a (T a being the colour matrix in the corresponding representation),

while the free propagator

G0(xf+,xf ; xi+,xi|p+) =

Z r(xf+)=xf

r(xi+)=xi

Dr(⇠) exp

(
ip+

2

Z
xf+

xi+

d⇠

✓
dr

d⇠

◆2
)

=
p+

2⇡i(xf+ � xi+)
exp

⇢
ip+

2

(xf � xi)2

xf+ � xi+

� (2.3)

describes the random walk in the transverse plane. The Wilson line W↵f↵i in eq. (2.2),

and consequently G↵f↵i in eq. (2.1), should be understood to carry colour indices in the

relevant representation for the parton under consideration. In the following, fundamental

colour indices, as relevant for propagating quarks, will be written in uppercase latin letters,

while for the gluon the adjoint indices will be written in lowercase latin letters.

For compactness, and improved readability, we introduce the shorthand notation

G↵f↵i(Xf , Xi, |p+) ⌘ G↵f↵i(xf+,xf ; xi+,xi|p+)

= G(Xf , Xi; r|p+)W↵f↵i

�
xf+, xi+; r

�
,

(2.4)

where Xf,(i) ⌘ (xf,(i)+,xf,(i)), G(Xf , Xi; r|p+) should be read as the r.h.s. of the first line

in eq. (2.1) and a path integration in r is understood.

2.2 Amplitudes

To compute the radiation of a gluon o↵ an energetic quark produced in a hard process in

the early stages of a heavy-ion collision, two separate contributions to the amplitude ought

to be considered: the case in which the splitting occurs outside the medium (see figure 1a)

and thus only the initial quark experiences medium interactions; and the complementary

situation in which the splitting occurs within the medium (see figure 1b) and the inter-

action of all partons with the medium must be accounted for2. Taking into account the

dominance of the plus component of the initial momentum (/p ' p+��) and the preserva-

tion of the longitudinal light-cone momentum of the radiated gluon through propagation

in the medium (k1+ = k+ ) ✏k · k1 = 0), the total amplitude can be written as

Ttot = Tout + Tin , (2.5)

where the out and in contributions are given respectively by

Tout = �
g

(2⇡)3

Z +1

�1

dx dx0 e�ix·(k+q)+ix0·p0 T
a

BA1
GA1A(X, X0|p0+)

⇥
1

4(k · q)
ū(q)/✏⇤

k
(/k + /q)�+��Mh(p0+)�(k + q � p0)+

(2.6)

2We recall that the hard process, of amplitude Mh, from which the quark originates is unmodified by

the surrounding environment since it occurs within a scale too small to be resolved by the medium.
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the region of validity of this kind of assumption can be quite comfortable, it demands a

large medium to be crossed by the radiating partons which does not hold for the ones that

are emitted close to the edge of the medium. In order to avoid, once again, assumptions and

to gain further insight into the description of the whole in-medium showering process, in

this work we do not assume such constraint on the formation time, making the calculations

more general without the colour simplifications that the small formation time limit allows.

In addition, by analysing the q ! qg process, we cannot take advantage of the symmetry

between final state particles that exist in g ! gg. The connection with the findings in the

QCD antenna in previous works [37–41] is done through the process of colour decoherence

of the final particles.

This paper is organized as follows: In section 2, the formalism used to describe the

in-medium propagation of partons will be introduced, and the di↵erent contributions to

the single-gluon emission spectrum for a static colour medium profile will be calculated.

A proper average over all possible colour configurations of the medium is carried out in

section 3, and the resolution of the corresponding path-integrals in section 4. The final

conclusions are presented in section 5. The technical details of all calculations are given in

the appendices that are part of this manuscript.

2 In-medium q �! qg splitting

2.1 Quasi-eikonal in-medium parton propagation

The time scale involved in the propagation of energetic partons is much smaller than the

characteristic time of changes in the configuration of the medium they traverse. This

di↵erence in time scales allows for the computation of the parton-medium interaction to

be performed for a fixed, but arbitrary, medium configuration and, at a later stage, for the

ensemble of medium configurations to be accounted for through an averaging procedure

(see section 3).

The multiple scattering of the propagating parton o↵ medium components is mediated

by the exchange of gluons with typical, purely transverse, momenta of the order of the

characteristic medium scales. As a result, the otherwise eikonal trajectory of the parton –

the rotation of its colour phase without degradation of its (large) longitudinal momentum

– is perturbed by Brownian motion in the transverse plane. The in-medium propagation

of a parton with light-cone1 plus momentum p+ from transverse position xi at time xi+

(where its colour is ↵i) to transverse position xf at time xf+, with colour rotated to ↵f ,

is given by the Green’s function

G↵f↵i(xf+,xf ; xi+,xi|p+) =

Z r(xf+)=xf

r(xi+)=xi

Dr(⇠) exp

(
ip+

2

Z
xf+

xi+

d⇠

✓
dr

d⇠

◆2
)

⇥ W↵f↵i

�
xf+, xi+; r(⇠)

�
,

(2.1)

1Light-cone coordinates, a = (a0, ax, ay, az) = (a+, a�,a) with a± = (a0 ± az)/
p
2 and transverse

2-vectors a = (ax, ay), are used throughout.
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(a) q ! qg splitting where only the initial particle interacts with the medium.
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(b) q ! qg splitting where all particles interact with the medium.

Figure 1: Diagrams that contribute to the medium q ! qg splitting.

and

Tin =
ig

(2⇡)3

Z
L+

x0+

dx1+

Z +1

�1

dx0 dx1 dy dz e�iz·k�iy·q+ix0·p0

⇥ GBB1(Y, X1|q+)T a1
B1A1

GA1A(X1, X0|p0+)Gaa1(Z, X1|k+)

⇥
1

2
ū(q)/✏⇤

k
��Mh(p0+)�(k + q � p0)+ ,

(2.7)

with X0 = (x0+,x0) the coordinates of the quark at the beginning of the medium, X1 =

(x1+,x1) its coordinates at the emission point and X = (L+,x) , Y = (L+,y) , Z =

(L+, z), the coordinates after the final scatterings of, respectively, the initial quark, the

final quark and the gluon.

To determine these amplitudes for a parton leaving the hard scattering with a fixed

momentum p0, we have inserted a �-function for the conservation of momenta after the

hard scattering in the form of its Fourier transform

�(p � p0) =

Z
d
4
x0

(2⇡)4
eix0·(p�p0) . (2.8)

A further �-function has been introduced to constrain the initial x0+ coordinate to be the

beginning of the medium.
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:: eikonal [straight line] parton trajectory resumming multiple exchanges

−1

......

:: off-eikonal [transverse motion] parton trajectory resumming multiple exchanges 

:: observables computed from medium averages of G correlators



GLUON RADIATION WITH FULL RESUMMATION OF MEDIUM INTERACTIONS 
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The specific details of the parton-medium interaction are given as a phenomenological input
through the elastic collision rate V (q), which then enters the calculation through the dipole cross
section1

�(r) =

Z

q
V (q)

�
1 � eiqr

�
. (2.1)

No further assumptions are made on the form of V (q), although in all realistic models it must have
the power behavior V (q) ⇠ 1/q4, which is a direct consequence of having point-like interactions
with a Coulomb potential at short distances.

For simplicity, we assume the emitted gluon is soft with !/E ⌧ 1 where ! is the energy of
the emitted gluon and E the energy of the initial parton. This is not a general assumption for the
derivation of the formula for the spectrum and will be relaxed in a subsequent publication.2 In this
limit, the medium-induced gluon spectrum o↵ a high-energy parton reads:
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where k is the two-dimensional transverse momentum of the emitted gluon. The variables t
and t0 correspond to the emission times3 in the amplitude and conjugate amplitude, respectively,
eK(t0, q; t,p) is the emission kernel in momentum space, and P(1,k; t0, q) is the momentum broad-
ening factor. The radiation o↵ hard quarks or gluons di↵ers by the Casimir factor CR = CF =
(N2

c
� 1)/2Nc or CR = CA = Nc, respectively.
The Green’s function eK(t0, q; t,p) can be explicitly written in coordinate space as the following

path integral
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=
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while the momentum broadening factor is given by
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d2z e�i(k�q)·z exp
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Z
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00

t0
ds n(s)�(z)
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, (2.4)

with n(s) the linear medium density.
The numerical evaluation of the path integral in eq. (2.3) including all the multiple scatterings

for a realistic collision rate V (q) — such as a Yukawa-like interaction — has always posed technical
problems, which could not be overcome until very recently with advanced Monte Carlo techniques
[13]. For this reason, the spectrum in eq. (2.2) has historically been treated in two approximations
in which an analytical expression for the kernel is possible: multiple soft and single hard momentum
transfer.

Within a multiple soft in-medium scatterings approach, the dipole cross section can be approx-
imated by its leading logarithmic behavior

n(s)�(r) ⇡
1

2
q̂(s)r2 + O(r2 ln r2) , (2.5)

1Throughout, bold symbols describe two-dimensional variables and we adopt the shorthand
R
p =

R
d2p/(2⇡)2 for

the transverse integrals in momentum space.
2Details on how to properly incorporate into the di↵erential spectrum the case when the gluon takes a finite

energy fraction can found in [18–20].
3We refer to “time” as being the longitudinal coordinate along the medium.
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thermal interactions. For this purpose, we take

1

2
n V (q) =

g2
s
Ncm2

D
T

q2(q2 +m2
D
)
, (4.8)

which was obtained at leading-order in the coupling in thermal field theory in a weakly-coupled
medium [27].

The angular integrations given by eqs. (3.30) and (3.31) can be performed analytically for this
collision rate, giving

1

2
ñ Ṽ1(q, p;x) = g2

s
NcT

 
1

|p2 � q2|
�

1p
(p2 + q2 + 1/x)2 � 4p2q2

!
, (4.9)

1

2
ñ Ṽ2(q, p;x) =

g2
s
NcT

2pq

 
p2 + q2

|p2 � q2|
�

p2 + q2 + 1/xp
(p2 + q2 + 1/x)2 � 4p2q2

!
. (4.10)

One di�culty with this potential is that it is divergent for p = q. These divergences always dis-
appear when trying to solve both the initial conditions and the di↵erential equations. Nevertheless,
care must be taken to avoid a numerical evaluation at that particular point.

Plugging eqs. (4.9) and (4.10) in eq. (3.29) gives

gx(s, l; s, p) =
g2
s
NcTL

2l2

"
sgn(l � p) +

�l2 + p2 + 1/xp
(l2 + p2 + 1/x)2 � 4l2p2

#
. (4.11)

The result is clearly discontinuous, but it does not induce any singularities in the subsequent steps
of the calculations. In practice, the discontinuous term will be set to zero at p = l. This result will
enter the integrations over l2 from zero to (possibly) infinity, so it is important to note that even
though gx(s, l; s, p) may seem to behave like 1/l2 in both of those endpoints, the factor in brackets
goes to zero, thus guaranteeing the integration of gx(s, l; s, p) over l2 to be convergent.

This initial condition must be evolved with eq. (3.28), where Ṽ1(l, q;x) is singular for l = q, but
this singularity does not play any role since, again, the term in brackets goes to zero in that limit.
The resulting integrand will have a discontinuity at that point and will be assigned the average
value between left-handed and right-handed limits. Similarly to the previous cases, each of the two
terms in the right-hand-side of eq. (3.26) has a divergence, but these divergences cancel out when
the sum of the two terms is considered. Again, there will be a discontinuity which will be handled
in a similar manner as the one appearing in eq. (3.28).

It is worth noticing that the HTL collision rate given by eq. (4.8) depends on the Debye massmD

and the medium temperature T . By replacing eqs. (4.9) and (4.10) in the di↵erential equations of
section 3.2.1, it is straightforward to see that the full resummed spectrum for this type of interaction
depends on the following three free parameters T , m2

D
, and L.11 For the energy distribution we

will make use instead of

TL , !̄H

c
= m2

D
L/2 , and R̄H = !̄H

c
L . (4.12)

For completeness, we now show the full resummed transverse momentum and energy-dependent
in-medium distributions for the HTL collision rate for a medium with TL = 1 in figure 7. Most of the
features previously discussed for the Yukawa potential are also visible in this case, but there are clear
di↵erences in the shapes of their kT�di↵erential spectra, both as a function of energy (left panel) and
transverse momentum (center panel). In order to pursue a more quantitative comparison between

11Note that the Debye mass can be written in terms of the temperature as m2
D

= (1 + Nf/6) g2sT
2 reducing the

total number of free parameters from three to two. For convenience, we keep the three independent parameters. In
a subsequent paper, where we will apply our results to phenomenology, this relation will be taken into account.
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HTL

satisfying

@t I(s,k; t,p) =
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n(t)

Z

k0
e

ip2

2! (s�t)�(k0
� p)e�

ik02
2! (s�t) I(s,k; t,k

0) , (3.12)

with initial condition
 I(s,k; s,p) = �(L,k; s,p) . (3.13)

The full k-dependent spectrum can then be written as
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d!d2k
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2↵sCR

(2⇡)2!
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Z
L

0
ds

Z
s

0
dt

Z

p
ie�

ip2

2! (s�t)p · I(s,k; t,p) . (3.14)

The procedure to evaluate the spectrum is then clear. First, we start by computing eq. (3.7),
then numerically solve eq. (3.6) to get the r.h.s. of eq. (3.13), which is the starting point to
numerically solve eq. (3.12). Once we have a solution for  I , it can be plugged into eq. (3.14) and
integrated numerically to obtain the spectrum. Before we can use this procedure for the numerical
evaluation a few more manipulations are needed. Let us recall the form of the dipole cross section
�, in momentum space, in terms of the collision rate V ,

�(q) = �V (q) + (2⇡)2�(2)(q)

Z

l
V (l) . (3.15)

Then, the di↵erential equation eq. (3.6) and its initial condition eq. (3.7) take the form

@⌧�(⌧,k; s, q) = �
1

2
n(⌧)

Z

k0
V (k � k0) [�(⌧,k; s, q) � �(⌧,k0; s, q)] , (3.16)

�(s,k; s, q) = n(s)

✓
q

q2
�

k

k2

◆
V (k � q) , (3.17)

while the di↵erential equation for  I given in eq. (3.12) is now

@t I(s,k; t,p) =
1

2
n(t)

Z

k0
V (k0

� p)


 I(s,k; t,p) � e�

i(k02�p2)
2! (s�t) I(s,k; t,k

0)

�
. (3.18)

For most of the cases of interest the direction of k is irrelevant, thus, we can focus on the
spectrum as a function only of its magnitude. We can therefore integrate over the direction of
k, which allows us to use rotational symmetry to analytically perform all angular integrals. The
spectrum to evaluate is then

!
dI

d!dk2
=

1

2

Z 2⇡

0
d✓k !

dI

d!d2k
, (3.19)

which will be written in terms of the functions

1

2

Z 2⇡

0

d✓k
2⇡

 I(s,k; t,p) =
p

p2
 ̃I(s, |k|; t, |p|) , (3.20)

1

2

Z 2⇡

0

d✓k
2⇡

�(⌧,k; s, q) =
q

q2
�̃(⌧, |k|; s, |q|) . (3.21)

3.2.1 Set of equations to solve numerically

For convenience, we change our variables to make them dimensionless: dummy momentum variables
are rescaled as p !

p
2!/Lp and time variables as s ! Ls. The typical transverse momentum

transfer µ, usually taken as the Debye mass of the screened interactions, sets the scale for the
transverse momentum and the energy of the emitted gluons. The dimensionless variables in which
we will evaluate the spectrum are6

2 =
k2

µ2
, x =

!

!̄c

=
2!

µ2L
. (3.22)

6!̄c is usually known as characteristic gluon frequency and, as we will see later, the emission of gluons with ! > !̄c

is suppressed.
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Yukawa

and R̄ = !̄cL = 1
2µ

2L2. It is clear that Fx satisfies the di↵erential equation eq. (3.26) with initial
condition

Fx(s, s; p) =

Z
R̄x/2

0
dl2 gx(1, l; s, p) , (3.34)

while gx is still obtained by solving eq. (3.28) with initial condition eq. (3.29). The case where the
kinematical condition is removed, i.e. R̄ ! 1 with fixed !̄c, is much simpler since the momentum
broadening of the emitted gluon is irrelevant and therefore there is no need to solve eq. (3.28). This
can be seen directly from the equations by integrating l from 0 to 1 in eq. (3.28) and noticing
the right hand side vanishes. It is important to emphasize here that the derivation of the medium-
induced emission spectrum (see section 2) assumes that the transverse momentum of the radiated
gluon is small (k ⌧ !). Therefore, since the R̄ ! 1 with fixed !̄c limit is equivalent to extending
the integration over the transverse momentum of the emitted gluon up to infinity, this limit does
not correspond to any realistic physical situation and leads to a divergent spectrum for small values
of x. Contrarily, when realistic kinematic constraints on the transverse momentum phase space (R̄
finite) are imposed, the gluon energy distribution at small x is depleted. In the following, we will
present the results for R̄ ! 1 along with the curves for finite values of R̄ for illustrative purposes
and as a check that our curves have the correct behavior at large values of x.

4 Numerical results

In this section, we present the results of our numerical analysis. For simplicity, we perform our
calculations in a static thermally equilibrated quark-gluon plasma and leave the extension to ex-
panding media for subsequent publications. The linear density of scatterings is then a constant
n(t) = n0⇥(L � t). For illustration purposes, we always consider the case where the parent parton
is a quark. Therefore we take CR = CF = 4/9. The strong coupling is fixed to ↵s = 0.3.

The numerical implementation of equations (3.25)–(3.29) involves momentum integrations that
run up to infinity. The high-momentum tail of V (q) ⇠ 1/q4 guarantees that all the integrands
in eqs. (3.25)–(3.29) approach zero as 1/q4 (or faster), with increasing momenta. As such, the
numerical evaluation uses an upper cut-o↵ for these integrals, and we have carefully checked the
stability of the result when this cut-o↵ is changed.

In the following, we study the results of our approach for two collision rate models. We first
consider a Yukawa-type interaction and make straightforward comparisons with the respective first
order in opacity. We also attempt to compare our results with the Gaussian approximation, but
always keeping in mind that there are subtle complications when attempting a direct correspondence
between the parameters involved in both evaluations. Finally, we consider the case where the
interaction is modeled through the collision rate calculated perturbatively in a hard thermal loop
(HTL) formalism [27].7

4.1 Yukawa-type interaction

The collision rate V for a Yukawa-type elastic scattering center is given by:

V (q) =
8⇡µ2

(q2 + µ2)2
, (4.1)

where the screening mass µ is related to the Debye mass in a thermal medium, µ2
⇠ m2

D
.

7The choice of models is motivated by the fact that they have the correct UV physics and are commonly used in
phenomenological applications. Our approach is not restricted to this choice and one could in principle implement
models with the correct IR limit as the lattice calculations in [28].
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Figure 1: Diagrams that contribute to the medium q ! qg splitting.

and

Tin =
ig

(2⇡)3

Z
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x0+

dx1+

Z +1

�1

dx0 dx1 dy dz e�iz·k�iy·q+ix0·p0

⇥ GBB1(Y, X1|q+)T a1
B1A1

GA1A(X1, X0|p0+)Gaa1(Z, X1|k+)

⇥
1

2
ū(q)/✏⇤

k
��Mh(p0+)�(k + q � p0)+ ,

(2.7)

with X0 = (x0+,x0) the coordinates of the quark at the beginning of the medium, X1 =

(x1+,x1) its coordinates at the emission point and X = (L+,x) , Y = (L+,y) , Z =

(L+, z), the coordinates after the final scatterings of, respectively, the initial quark, the

final quark and the gluon.

To determine these amplitudes for a parton leaving the hard scattering with a fixed

momentum p0, we have inserted a �-function for the conservation of momenta after the

hard scattering in the form of its Fourier transform

�(p � p0) =

Z
d
4
x0

(2⇡)4
eix0·(p�p0) . (2.8)

A further �-function has been introduced to constrain the initial x0+ coordinate to be the

beginning of the medium.
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THE NEXT STEP: COHERENT EMISSION 
bona fide description of parton branching requires understanding of emitters interference pattern 

qqbar antenna [radiation much softer than both emitters] as a TH lab
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::vacuum:: 

•transverse separation at formation time 

•wavelength of emitted gluon 

for                   emitted gluon cannot resolve emitters, thus emitted coherently from 
total colour charge 

large angle radiation suppressed :: angular ordering 

r? ⇠ ✓qq̄ ⌧f ⇠ ✓qq̄
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MEDIUM ANTENNAS

new medium induced colour decorrelation scale 

such that decorrelation driven by timescale
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many, many papers thereafter…



[DE]COHERENCE OF MULTIPLE EMISSIONS

colour decoherence opens up phase space for emission 

large angle radiation [anti-angular ordering] 

geometrical separation [in soft limit]
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3

third terms correspond to gluon bremsstrahlung where
only the quark rescatters and exhibits a soft divergence,
see Eq. (10). Keeping only the bremsstrahlung contribu-
tion, the amplitude for soft gluon emission o↵ the quark
and antiquark reads

Ma
�(k) =

� ig


 · ✏�

x (p · k)U
ab
p (L, 0) Qb

q +
̄ · ✏�

x̄ (p̄ · k)U
ab
p̄ (L, 0) Qb

q̄

�
.

(12)

This generalizes Eq. (2) which we recover by putting U =
1, i.e., in the absence of the medium.

Let us now discuss the color singlet antenna in
medium. The spectrum in the soft limit is readily found
from Eq. (12) to be

(2⇡)2!
dN tot

�⇤

d3k
=

↵sCF

!2
(Rcoh + 2�med J ) , (13)

where we have used that Qa
qQ

b
q̄ = �ab/(N2

c � 1)Qq · Qq̄.
The interaction with the medium is completely contained
in �med, given by

�med = 1� 1

N2
c � 1

hTrUp(L, 0)U
†
p̄(L, 0)i , (14)

which only a↵ects the interference term, J . The brack-
ets in Eq. (14), h...i, stand for the medium expectation
value, which we will discuss at length below. The color
factor, CF , appearing in Eq. (13), demonstrates that the
emission takes place o↵ the quark or the antiquark. Fol-
lowing the same decomposition as for the vacuum, lead-
ing to Eq. (4), the soft gluon spectrum o↵ the quark in
medium reads

dN tot
q,�⇤ =

↵sCF

⇡

d!

!

sin ✓ d✓

1� cos ✓
[⇥(cos ✓ � cos ✓qq̄)��med ⇥(cos ✓qq̄ � cos ✓)] . (15)

Equation (15) is a direct generalization of our previous
result in the soft limit [11] to multiple interactions. It
has a simple form and o↵ers an intuitive physical pic-
ture. Interestingly enough, the information about the
medium is fully contained in a multiplicative factor,
�med, while the functional shape is vacuum-like. In the
dilute limit, �med ! 0, we recover the pure vacuum spec-
trum, dN tot

q,�⇤ ! dNvac
q,�⇤ . With increasing density, the de-

coherence rate is controlled by the parameter �med. In
the limit of a completely opaque system,�med is bounded
by unitarity so that �med ! 1. Then the soft emission in
the presence of a medium reduces to independent radia-
tion o↵ the quark and antiquark, as if they were radiating
in the vacuum. This is what we call total decoherence of
the spectrum

dN tot
q,�⇤

���
opaque

=
↵sCF

⇡

d!

!

sin ✓ d✓

1� cos ✓
. (16)

In other words, the strict angular ordering condition is
entirely removed. Thus, �med appears as an order pa-
rameter controlling the transition between a coherent and
decoherent situation.

The general features of the spectrum interpolating be-
tween the dense and dilute medium limits are illustrated
in Fig. 1, where we plot the angular spectrum of soft
gluon emission o↵ the quark for a qq̄ antenna with open-
ing angle ✓qq̄ = 0.2. For ✓ < ✓qq̄, the spectrum is com-
pletely given by vacuum emissions, falling o↵ as 1/✓. At
✓ = ✓qq̄ the medium-induced radiation takes over, con-
trolled by the medium parameter �med. The limit of
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In this case, �med = 1 and the total spectrum drops
monotonously like 1/✓ without any discontinuity.
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soft gluon spectrum without going into the details of how
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This generalizes Eq. (2) which we recover by putting U =
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Let us now discuss the color singlet antenna in
medium. The spectrum in the soft limit is readily found
from Eq. (12) to be

(2⇡)2!
dN tot

�⇤

d3k
=

↵sCF

!2
(Rcoh + 2�med J ) , (13)
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†
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FIG. 1. A sample jet event resolved with Rmed = 0.1 (left

panel) and 0.15 (right panel). The blue histogram denotes

the hardest resolved sub-jet, the green the next-to-hardest

one, while the pink histogram denotes soft fragments.

only loosing energy by induced radiation as a single par-
ton. As will be shown below, for typical LHC kinematics
there is a significant probability that the experimentally
reconstructed jet with cone parameter R accommodates
only one resolved charge which contains the leading con-
stituents carrying nearly all of the total jet transverse
energy.

From the antenna to the jet. The dynamics of a
QCD jet in vacuum is described in terms of the scales
of the problem. The initial hardness, given by the jet
transverse mass E⇥jet, where E is the jet energy and ⇥jet

its aperture, is distributed among several constituents in
the course of a branching process. Multiple emissions in
the shower are governed by color coherence which can
most easily be understood in the context of the antenna
radiation, the soft gluon radiation o↵ a pair of highly
energetic color correlated partons. The antenna serves
as the building block for a probabilistic scheme of jet
evolution.

In the radiation process from any such antenna of
opening angle ⇥, the emitted gluon transverse wave-
length �?, which is related to its transverse momentum
by �? ⇠ 1/k?, needs to be compared to the transverse
separation of the pair at the time of formation of the
gluon, r? = ⇥ tf, with tf ⇠ k2

?/! and ! the gluon fre-
quency . If �? > r?, the gluon cannot resolve the two
components of the antenna which act coherently as a sin-
gle emitter; in the opposite case, when �? < r?, the
radiative spectrum is the superposition of independent
gluon emissions o↵ each of the antenna components. In
other words, radiation with �? > r? is only sensitive to
the total charge. This relation takes a particularly simple
form for the angular distribution of gluons, namely glu-
ons emitted at small angles ✓ < ⇥ resolve the individual
charges while those with ✓ > ⇥ behave as if emitted o↵
the total charge. This generic feature is responsible for

the angular ordering constraint [5].
The presence of a deconfined medium introduces a new

transverse length scale into the problem, which we sim-
ply denote by ⇤med, defining the transverse size of the
color correlations of the plasma as seen by a probe. The
response of a single, energetic parton immersed in this en-
vironment is the radiation of modes with k? . 1/⇤med,
giving rise to an energy depletion of the projectile. The
nature of this radiation has been extensively discussed
in the literature and is generically referred to as the
BDMPS-Z spectrum [6]. For more than one simultane-
ously propagating parton, this medium-induced compo-
nent will also be accompanied by a modification of the
color correlation structure among the di↵erent charges
[4], which we proceed to discuss.

Let us start by the simplest case of a single antenna
in a static and homogeneous medium of length L. The
maximal degree of decoherence, due to color randomiza-
tion, of the two constituents of the antenna is controlled
by [4]

�med ' 1 � e� 1
12 q̂Lr2? ⌘ 1 � e�(⇥/✓c)

2

. (1)

Here q̂ is the well known quenching parameter, character-
izing the degree of momentum broadening in the trans-
verse plane per unit length, and r? = ⇥L. Moreover,
1/⇤2

med ⌘ q̂L. Since the first jet splitting defines the
largest antenna in the jet, it is now simple to discuss the
two possible scenarios, depicted in Fig. 1, for a jet with
opening angle ⇥ = ⇥jet.

When ⇥jet ⌧ ✓c, the whole jet is not resolved by the
medium. Therefore, all its components act as a single
emitter. This gives rise to two central consequences.
Firstly, the fragmentation pattern of the jet is unmod-
ified compared to the vacuum. Secondly, the jet energy
is depleted coherently proportionally to the color charge
of the jet initiator (e.g., with color charge CR = CF in the
case of a quark jet). In other words, for a jet energy loss
�E, each parton reduces its energy by a constant factor
1��E/E. This is a manifestation of color transparency
for highly collimated jets.

For the case ⇥jet � ✓c, on the other hand, some parts
of the jet can be resolved by the medium depending on
the formation time of the di↵erent jet fragments. Nev-
ertheless, the partons within the jet may be reorganized
into a reduced e↵ective number of emitters which are sen-
sitive to medium e↵ects in the shower.
An estimate of the relevance of color coherence

for LHC conditions. As a proof-of-principle study,
we have analyzed the transverse structure of vacuum
jet showers in the kinematic range of the LHC. Using
PYTHIA 8.150 [7], we studied jet events at partonic level
in p+p collisions at 2.76 TeV identified via the anti-kt al-
gorithm, as implemented in FastJet 3.0.3 [8]. Since the
resolution power of the medium depends upon the ge-
ometry encountered by the jet, we have embedded these
events into an evolution model for the plasma. Each
event was assigned a production point in the transverse
plane according to the Ncoll distribution in the Glauber

� in-medium jet dynamics driven by number of resolved charges

24

A new picture of  jet quenching

 LHCP2015 - St Petersburg                                                      Understanding Heavy-Ion data

The parton shower is composed of un-modified subjets (vacuum-like)
 With a typical radius given by the medium scale 
 For medium-induced radiation each subject is one single emitter

Also, 1st calculation of 1->3 splitting performed in SCET and 1st order in opacity expansion
 [Fickinger, Ovanesyan, Vitev 2013; see also Arnold, Iqbal 2015]

[Casalderrey-Solana, Mehtar-
Tani, Salgado, Tywoniuk 2012]
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JETS AND HADRONS LOSE ENERGY WHEN TRAVERSING QGP 

RAA only measures suppression :: it does not quantify energy loss in a model independent way 

both jets and hadrons (which belong to jets) are suppressed, but differently
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We introduce a new “quantile” analysis strategy to study the modification of jets as they traverse
through a droplet of quark-gluon plasma. To date, most jet modification studies have been based
on comparing the jet properties measured in heavy-ion collisions to a proton-proton baseline at the
same reconstructed jet transverse momentum (pT ). It is well known, however, that the quenching
of jets from their interaction with the medium leads to a migration of jets from higher to lower pT ,
making it challenging to directly infer the degree and mechanism of jet energy loss. Our proposed
quantile matching procedure is inspired by (but not reliant on) the approximate monotonicity of
energy loss in the jet pT . In this strategy, jets in heavy-ion collisions ordered by pT are viewed
as modified versions of the same number of highest-energy jets in proton-proton collisions, and the
fractional energy loss as a function of jet pT is a natural observable (QAA). Furthermore, despite
non-monotonic fluctuations in the energy loss, we use an event generator to validate the strong
correlation between the pT of the parton that initiates a heavy-ion jet and the pT of the vacuum jet
which corresponds to it via the quantile procedure (pquantT ). We demonstrate that this strategy both
provides a complementary way to study jet modification and mitigates the e↵ect of pT migration in
heavy-ion collisions.

The deconfined phase of QCD matter, the quark-gluon
plasma, was first discovered in collisions of heavy nuclei
at the Relativistic Heavy Ion Collider [1–5] and confirmed
at the Large Hadron Collider [6–8]. As in high-energy
proton-proton collisions, heavy-ion collisions produce col-
limated sprays of particles, called jets, from highly ener-
getic scatterings of quarks and gluons. The observation
of “jet quenching”—a strong suppression and modifica-
tion of jets in heavy-ion collisions [7–9]—ushered in a new
era of studying the properties of the quark-gluon plasma
by measuring its e↵ect on jets [10–23].

A central issue in interpreting jet quenching measure-
ments is that medium-induced modifications necessarily
a↵ect how jets are identified experimentally. Current
methods compare proton-proton and heavy-ion jets of the
same final (reconstructed) transverse momentum pT and,
as such, inevitably su↵er from significant biases from the
migration of jets from higher to lower pT due to medium-
induced energy loss (see [24, 25]). While these methods
have been very successful in qualitatively demonstrat-
ing the phenomena of jet quenching, quantitive studies
often necessitate interpreting the data through theoreti-
cal models which include migration e↵ects. Ideally, one
would like to isolate samples of jets in proton-proton and
heavy-ion collisions which were statistically equivalent
when they were produced, di↵ering only by the e↵ects
of the plasma.

In this letter, we propose a novel data-driven strat-
egy for comparing heavy-ion (AA) jet measurements to
proton-proton (pp) baselines which mitigates, to a large
extent, the e↵ect of pT migration. The famous jet ra-
tio RAA compares the e↵ective cross-section for jets in
proton-proton and heavy-ion collisions with the same re-

constructed pT :

RAA =
�e↵
AA

�e↵
pp

����
pT

, (1)

as illustrated in blue in Fig. 1a. Here, we introduce a
“quantile” procedure, which divides jet samples sorted by
pT into quantiles of equal probability. Our new proposed
observable for heavy-ion collisions is the pT ratio between
heavy-ion and proton-proton jets in the same quantile:

QAA =
pAA
T

pppT

����
⌃eff

, (2)

as illustrated in red in Fig. 1b, where 1�QAA is a proxy
for the average fractional jet energy loss. (QAA is not
related to QpA used by ALICE [29]).
To give an intuitive understanding of Eq. (2), consider

a simplified scenario where medium-induced energy loss
is monotonic in the pT of the initial unquenched jet. In
that case, the nth highest energy jet in a heavy-ion sam-
ple is a modified version of the nth highest energy jet in
the corresponding proton-proton sample. Thus, in this
simplified picture of energy loss, we can obtain a sam-
ple of heavy-ion jets that is statistically equivalent to
its proton-proton counterpart by selecting jets with the
same (upper) cumulative e↵ective cross-section:

⌃e↵(pmin
T ) =

Z 1

pmin
T

dpT
d�e↵

dpT
. (3)

Note that for comparison to proton-proton cross-sections,
heavy-ion cross-sections must be rescaled by the average
number of nucleon-nucleon collisions hNcolli: �e↵

pp = �pp,

�e↵
AA = �AA/hNcolli. Of course, energy loss is not strictly
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3Instituto Superior Técnico (IST), Universidade de Lisboa, Av. Rovisco Pais 1, 1049-001, Lisbon, Portugal
4Department of Physics, Harvard University, 17 Oxford Street, Cambridge, MA 02138, USA

We introduce a new “quantile” analysis strategy to study the modification of jets as they traverse
through a droplet of quark-gluon plasma. To date, most jet modification studies have been based
on comparing the jet properties measured in heavy-ion collisions to a proton-proton baseline at the
same reconstructed jet transverse momentum (pT ). It is well known, however, that the quenching
of jets from their interaction with the medium leads to a migration of jets from higher to lower pT ,
making it challenging to directly infer the degree and mechanism of jet energy loss. Our proposed
quantile matching procedure is inspired by (but not reliant on) the approximate monotonicity of
energy loss in the jet pT . In this strategy, jets in heavy-ion collisions ordered by pT are viewed
as modified versions of the same number of highest-energy jets in proton-proton collisions, and the
fractional energy loss as a function of jet pT is a natural observable (QAA). Furthermore, despite
non-monotonic fluctuations in the energy loss, we use an event generator to validate the strong
correlation between the pT of the parton that initiates a heavy-ion jet and the pT of the vacuum jet
which corresponds to it via the quantile procedure (pquantT ). We demonstrate that this strategy both
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heavy-ion collisions.

The deconfined phase of QCD matter, the quark-gluon
plasma, was first discovered in collisions of heavy nuclei
at the Relativistic Heavy Ion Collider [1–5] and confirmed
at the Large Hadron Collider [6–8]. As in high-energy
proton-proton collisions, heavy-ion collisions produce col-
limated sprays of particles, called jets, from highly ener-
getic scatterings of quarks and gluons. The observation
of “jet quenching”—a strong suppression and modifica-
tion of jets in heavy-ion collisions [7–9]—ushered in a new
era of studying the properties of the quark-gluon plasma
by measuring its e↵ect on jets [10–23].

A central issue in interpreting jet quenching measure-
ments is that medium-induced modifications necessarily
a↵ect how jets are identified experimentally. Current
methods compare proton-proton and heavy-ion jets of the
same final (reconstructed) transverse momentum pT and,
as such, inevitably su↵er from significant biases from the
migration of jets from higher to lower pT due to medium-
induced energy loss (see [24, 25]). While these methods
have been very successful in qualitatively demonstrat-
ing the phenomena of jet quenching, quantitive studies
often necessitate interpreting the data through theoreti-
cal models which include migration e↵ects. Ideally, one
would like to isolate samples of jets in proton-proton and
heavy-ion collisions which were statistically equivalent
when they were produced, di↵ering only by the e↵ects
of the plasma.

In this letter, we propose a novel data-driven strat-
egy for comparing heavy-ion (AA) jet measurements to
proton-proton (pp) baselines which mitigates, to a large
extent, the e↵ect of pT migration. The famous jet ra-
tio RAA compares the e↵ective cross-section for jets in
proton-proton and heavy-ion collisions with the same re-

constructed pT :
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as illustrated in blue in Fig. 1a. Here, we introduce a
“quantile” procedure, which divides jet samples sorted by
pT into quantiles of equal probability. Our new proposed
observable for heavy-ion collisions is the pT ratio between
heavy-ion and proton-proton jets in the same quantile:
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as illustrated in red in Fig. 1b, where 1�QAA is a proxy
for the average fractional jet energy loss. (QAA is not
related to QpA used by ALICE [29]).
To give an intuitive understanding of Eq. (2), consider

a simplified scenario where medium-induced energy loss
is monotonic in the pT of the initial unquenched jet. In
that case, the nth highest energy jet in a heavy-ion sam-
ple is a modified version of the nth highest energy jet in
the corresponding proton-proton sample. Thus, in this
simplified picture of energy loss, we can obtain a sam-
ple of heavy-ion jets that is statistically equivalent to
its proton-proton counterpart by selecting jets with the
same (upper) cumulative e↵ective cross-section:
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plasma, was first discovered in collisions of heavy nuclei
at the Relativistic Heavy Ion Collider [1–5] and confirmed
at the Large Hadron Collider [6–8]. As in high-energy
proton-proton collisions, heavy-ion collisions produce col-
limated sprays of particles, called jets, from highly ener-
getic scatterings of quarks and gluons. The observation
of “jet quenching”—a strong suppression and modifica-
tion of jets in heavy-ion collisions [7–9]—ushered in a new
era of studying the properties of the quark-gluon plasma
by measuring its e↵ect on jets [10–23].

A central issue in interpreting jet quenching measure-
ments is that medium-induced modifications necessarily
a↵ect how jets are identified experimentally. Current
methods compare proton-proton and heavy-ion jets of the
same final (reconstructed) transverse momentum pT and,
as such, inevitably su↵er from significant biases from the
migration of jets from higher to lower pT due to medium-
induced energy loss (see [24, 25]). While these methods
have been very successful in qualitatively demonstrat-
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that case, the nth highest energy jet in a heavy-ion sam-
ple is a modified version of the nth highest energy jet in
the corresponding proton-proton sample. Thus, in this
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essentially measures fraction of jets that lost little or no energy  
• in steeply falling spectrum large energy losses translate into 

very small effects 
• RAA provides quantitative handle on energy loss only within 

some model framework 
• it compares jets [hadrons] that were detected with same pT, not 

born alike



SUPPRESSION IS NOT THE SAME AS ENERGY LOSS
• the standard approach to assess QGP effects on jets [quenching] compares a given 

observable in AA and pp collisions for jets with the same reconstructed pt  

• e.g., a jet shape 
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The quark-gluon plasma (QGP) [1], a deconfined state of quarks and gluons, can be created in
relativistic heavy ion collisions. It can be probed with energetic partons emerging from initial
hard scattering processes in the same collisions. The outgoing partons eventually fragment,
and each forms a jet of collimated particles that can be observed experimentally. The inter-
actions of the partons with the medium, and therefore the modification of the resulting jets,
can be related to the thermodynamical and transport properties of the traversed medium [2–7].
To better understand the dynamics of the QGP, it is important to explore the mechanisms by
which the partons lose energy to the medium, whether by heating it, scattering off its point-like
constituents, or by some other processes [8–12].

The CERN LHC collaborations have studied the medium-induced modifications of jets by mea-
suring the jet yield for a given transverse momentum (pT) [13–17] and jet substructure [18–28].
In these types of jet measurements, there is limited information on the initial energy of the
parton, i.e., before its interaction with the medium. On the other hand, by studying jets pro-
duced in association with an electroweak boson, such as a photon or a Z boson, whose pT can
be precisely measured, the initial parent parton pT can be tightly constrained, as electroweak
bosons do not interact strongly with the medium [29–31]. At LHC energies, these type of pro-
cesses have an additional advantage: jets associated with an electroweak boson are dominated
by quark jets for p

jet
T > 30 GeV/c [32], hence providing information specifically on quark en-

ergy loss, and therefore constraining the dependence of energy loss on parton (quark or gluon)
flavor [33, 34].

The CMS Collaboration has previously measured the azimuthal correlation and momentum
imbalance of isolated photon+jet pairs in proton-proton (pp) and lead-lead (PbPb) collisions
at nucleon-nucleon center-of-mass energies of

p
sNN = 2.76 and 5.02 TeV [35, 36], and of Z+jet

pairs at 5.02 TeV [37]. More recently, the fragmentation functions of jets tagged with an isolated
photon were measured [38]. A photon is considered isolated if the total transverse energy
of other particles in a cone of fixed radius around its direction is small after taking into ac-
count the underlying event (UE) contributions as explained in Refs. [36, 39]. This definition
suppresses dijet events in which a high-pT photon originates from one of the jets, either via
collinear fragmentation of a parton (“fragmentation photons”) or via decays of neutral mesons
(“decay photons”). The results showed that in central PbPb collisions there is an excess of
low-pT particles and a depletion of high-pT particles inside the jet cone. The jet fragmentation
functions reflect the momentum distribution inside the parton shower in the longitudinal di-
rection, making it highly sensitive to the hadronization process. A complementary observable
for medium-induced modifications that features reduced sensitivity to hadronization is the jet
radial momentum density profile, i.e., the jet shape, which is a measure of the component of the
momentum transverse to the jet axis [40, 41]. Jet shape measurements so far were done using
inclusive jet [19, 28] or dijet samples [23].

This Letter reports the first measurement of the differential jet shape for jets associated with an
isolated photon. The differential jet shape r(r) is defined as

r(r) =
1
dr

Âjets Â
ra<r<rb

(p
trk
T /p

jet
T )

Âjets Â
0<r<rf

(p
trk
T /p

jet
T )

, (1)

where dr = rb � ra is the width of the annulus of inner and outer radii ra and rb with respect
to the jet axis, respectively, p

trk
T is the pT of tracks falling within each annulus of the jet with

p
jet
T , and r =

p
(hjet � htrk)2 + (fjet � ftrk)2 is the distance between the track and the jet axis

in pseudorapidity (h) and azimuthal angle (f) plane. The distribution is normalized such thatcomparison between AA and pp at same reconstructed jet 
pt confounds QGP-induced shape modification with bin-
migration [survivor bias] effects 
• here the comparison is between jets that were born 

different 
• again, some model framework that must be invoked for 

assessment of what was modified in a jet



BETTER CAN DE DONE

• divide jet samples sorted in pt [from highest] in quantiles of equal probability  

• compare the pt of jets in AA and pp in the same quantile
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We introduce a new “quantile” analysis strategy to study the modification of jets as they traverse
through a droplet of quark-gluon plasma. To date, most jet modification studies have been based
on comparing the jet properties measured in heavy-ion collisions to a proton-proton baseline at the
same reconstructed jet transverse momentum (pT ). It is well known, however, that the quenching
of jets from their interaction with the medium leads to a migration of jets from higher to lower pT ,
making it challenging to directly infer the degree and mechanism of jet energy loss. Our proposed
quantile matching procedure is inspired by (but not reliant on) the approximate monotonicity of
energy loss in the jet pT . In this strategy, jets in heavy-ion collisions ordered by pT are viewed
as modified versions of the same number of highest-energy jets in proton-proton collisions, and the
fractional energy loss as a function of jet pT is a natural observable (QAA). Furthermore, despite
non-monotonic fluctuations in the energy loss, we use an event generator to validate the strong
correlation between the pT of the parton that initiates a heavy-ion jet and the pT of the vacuum jet
which corresponds to it via the quantile procedure (pquantT ). We demonstrate that this strategy both
provides a complementary way to study jet modification and mitigates the e↵ect of pT migration in
heavy-ion collisions.

The deconfined phase of QCD matter, the quark-gluon
plasma, was first discovered in collisions of heavy nuclei
at the Relativistic Heavy Ion Collider [1–5] and confirmed
at the Large Hadron Collider [6–8]. As in high-energy
proton-proton collisions, heavy-ion collisions produce col-
limated sprays of particles, called jets, from highly ener-
getic scatterings of quarks and gluons. The observation
of “jet quenching”—a strong suppression and modifica-
tion of jets in heavy-ion collisions [7–9]—ushered in a new
era of studying the properties of the quark-gluon plasma
by measuring its e↵ect on jets [10–23].

A central issue in interpreting jet quenching measure-
ments is that medium-induced modifications necessarily
a↵ect how jets are identified experimentally. Current
methods compare proton-proton and heavy-ion jets of the
same final (reconstructed) transverse momentum pT and,
as such, inevitably su↵er from significant biases from the
migration of jets from higher to lower pT due to medium-
induced energy loss (see [24, 25]). While these methods
have been very successful in qualitatively demonstrat-
ing the phenomena of jet quenching, quantitive studies
often necessitate interpreting the data through theoreti-
cal models which include migration e↵ects. Ideally, one
would like to isolate samples of jets in proton-proton and
heavy-ion collisions which were statistically equivalent
when they were produced, di↵ering only by the e↵ects
of the plasma.

In this letter, we propose a novel data-driven strat-
egy for comparing heavy-ion (AA) jet measurements to
proton-proton (pp) baselines which mitigates, to a large
extent, the e↵ect of pT migration. The famous jet ra-
tio RAA compares the e↵ective cross-section for jets in
proton-proton and heavy-ion collisions with the same re-

constructed pT :

RAA =
�e↵
AA

�e↵
pp

����
pT

, (1)

as illustrated in blue in Fig. 1a. Here, we introduce a
“quantile” procedure, which divides jet samples sorted by
pT into quantiles of equal probability. Our new proposed
observable for heavy-ion collisions is the pT ratio between
heavy-ion and proton-proton jets in the same quantile:

QAA =
pAA
T

pppT

����
⌃eff

, (2)

as illustrated in red in Fig. 1b, where 1�QAA is a proxy
for the average fractional jet energy loss. (QAA is not
related to QpA used by ALICE [29]).
To give an intuitive understanding of Eq. (2), consider

a simplified scenario where medium-induced energy loss
is monotonic in the pT of the initial unquenched jet. In
that case, the nth highest energy jet in a heavy-ion sam-
ple is a modified version of the nth highest energy jet in
the corresponding proton-proton sample. Thus, in this
simplified picture of energy loss, we can obtain a sam-
ple of heavy-ion jets that is statistically equivalent to
its proton-proton counterpart by selecting jets with the
same (upper) cumulative e↵ective cross-section:

⌃e↵(pmin
T ) =

Z 1

pmin
T

dpT
d�e↵

dpT
. (3)

Note that for comparison to proton-proton cross-sections,
heavy-ion cross-sections must be rescaled by the average
number of nucleon-nucleon collisions hNcolli: �e↵

pp = �pp,

�e↵
AA = �AA/hNcolli. Of course, energy loss is not strictly

ar
X

iv
:1

81
2.

05
11

1v
1 

 [h
ep

-p
h]

  1
2 

D
ec

 2
01

8

MIT-CTP/5089

Sorting out quenched jets
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We introduce a new “quantile” analysis strategy to study the modification of jets as they traverse
through a droplet of quark-gluon plasma. To date, most jet modification studies have been based
on comparing the jet properties measured in heavy-ion collisions to a proton-proton baseline at the
same reconstructed jet transverse momentum (pT ). It is well known, however, that the quenching
of jets from their interaction with the medium leads to a migration of jets from higher to lower pT ,
making it challenging to directly infer the degree and mechanism of jet energy loss. Our proposed
quantile matching procedure is inspired by (but not reliant on) the approximate monotonicity of
energy loss in the jet pT . In this strategy, jets in heavy-ion collisions ordered by pT are viewed
as modified versions of the same number of highest-energy jets in proton-proton collisions, and the
fractional energy loss as a function of jet pT is a natural observable (QAA). Furthermore, despite
non-monotonic fluctuations in the energy loss, we use an event generator to validate the strong
correlation between the pT of the parton that initiates a heavy-ion jet and the pT of the vacuum jet
which corresponds to it via the quantile procedure (pquantT ). We demonstrate that this strategy both
provides a complementary way to study jet modification and mitigates the e↵ect of pT migration in
heavy-ion collisions.

The deconfined phase of QCD matter, the quark-gluon
plasma, was first discovered in collisions of heavy nuclei
at the Relativistic Heavy Ion Collider [1–5] and confirmed
at the Large Hadron Collider [6–8]. As in high-energy
proton-proton collisions, heavy-ion collisions produce col-
limated sprays of particles, called jets, from highly ener-
getic scatterings of quarks and gluons. The observation
of “jet quenching”—a strong suppression and modifica-
tion of jets in heavy-ion collisions [7–9]—ushered in a new
era of studying the properties of the quark-gluon plasma
by measuring its e↵ect on jets [10–23].

A central issue in interpreting jet quenching measure-
ments is that medium-induced modifications necessarily
a↵ect how jets are identified experimentally. Current
methods compare proton-proton and heavy-ion jets of the
same final (reconstructed) transverse momentum pT and,
as such, inevitably su↵er from significant biases from the
migration of jets from higher to lower pT due to medium-
induced energy loss (see [24, 25]). While these methods
have been very successful in qualitatively demonstrat-
ing the phenomena of jet quenching, quantitive studies
often necessitate interpreting the data through theoreti-
cal models which include migration e↵ects. Ideally, one
would like to isolate samples of jets in proton-proton and
heavy-ion collisions which were statistically equivalent
when they were produced, di↵ering only by the e↵ects
of the plasma.

In this letter, we propose a novel data-driven strat-
egy for comparing heavy-ion (AA) jet measurements to
proton-proton (pp) baselines which mitigates, to a large
extent, the e↵ect of pT migration. The famous jet ra-
tio RAA compares the e↵ective cross-section for jets in
proton-proton and heavy-ion collisions with the same re-

constructed pT :

RAA =
�e↵
AA

�e↵
pp

����
pT

, (1)

as illustrated in blue in Fig. 1a. Here, we introduce a
“quantile” procedure, which divides jet samples sorted by
pT into quantiles of equal probability. Our new proposed
observable for heavy-ion collisions is the pT ratio between
heavy-ion and proton-proton jets in the same quantile:

QAA =
pAA
T

pppT

����
⌃eff

, (2)

as illustrated in red in Fig. 1b, where 1�QAA is a proxy
for the average fractional jet energy loss. (QAA is not
related to QpA used by ALICE [29]).
To give an intuitive understanding of Eq. (2), consider

a simplified scenario where medium-induced energy loss
is monotonic in the pT of the initial unquenched jet. In
that case, the nth highest energy jet in a heavy-ion sam-
ple is a modified version of the nth highest energy jet in
the corresponding proton-proton sample. Thus, in this
simplified picture of energy loss, we can obtain a sam-
ple of heavy-ion jets that is statistically equivalent to
its proton-proton counterpart by selecting jets with the
same (upper) cumulative e↵ective cross-section:

⌃e↵(pmin
T ) =

Z 1

pmin
T

dpT
d�e↵

dpT
. (3)

Note that for comparison to proton-proton cross-sections,
heavy-ion cross-sections must be rescaled by the average
number of nucleon-nucleon collisions hNcolli: �e↵

pp = �pp,

�e↵
AA = �AA/hNcolli. Of course, energy loss is not strictly
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(1-QAA) is a proxy for the average energy loss :: would be exact if energy loss was strictly monotonic 

QAA is also the (average) solution to the optimal transport problem, in the space of all allowed theories, of deforming pp spectrum into AA spectrum
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QUANTILE PROCEDURE 
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FIG. 1. Illustration comparing the ratio and quantile procedures. (a) The inclusive jet pT spectra measured by CMS [26], for a
jet radius of R = 0.4. The standard jet ratio RAA (blue) compares heavy-ion and proton-proton jet cross-sections vertically at
the same reconstructed jet pT . (b) The jet pT cumulative cross-sections extracted from Jewel [27, 28]. The quantile procedure
QAA (red) compares heavy-ion and proton-proton jet pT thresholds horizontally at the same cumulative cross-section. From
this, one can map each pAA

T (base of red arrows) into the pT of proton-proton jets in the same quantile, pquantT (tip of red arrows).

For completeness, we also show the pseudo-quantile eQAA (orange, with corresponding epquantT ) defined on the cross-section and

pseudo-ratio eRAA (purple) defined on the cumulative cross-section, though we will not use these in the present study.

monotonic in pT , since other properties of a jet and of
the jet-medium interaction influence its energy loss and
cause jets with the same initial pT to lose di↵erent frac-
tions of their energy. Below, we will quantify the useful-
ness of this quantile picture in the context of a realistic
event generator where significant non-monotonicities are
indeed present.

Due to the steeply-falling jet production spectrum
(� ⇠ p�6

T ), jets within a given range in reconstructed
heavy-ion pT are dominated by those which were least
modified (see e.g. [30]). Addressing this issue requires
comparing jets that had the same pT when they were
initially produced. In rarer events where an energetic �
or Z boson is produced back-to-back with a jet, the un-
modified boson energy approximates the initial energy of
the recoiling jet [15, 31]. In general jet events, however,
the jet energy before medium e↵ects cannot be measured.

A key result of this work is that the quantile picture
also provides a natural proxy for the unmodified jet pT
that is observable in general jet events. Given a heavy-
ion jet with reconstructed momentum pAA

T , we can define
pquantT implicitly as the momentum of a proton-proton jet
with the same (upper) cumulative cross-section:

⌃e↵
pp(p

quant
T ) ⌘ ⌃e↵

AA(p
AA
T ). (4)

In this quantile picture, pquantT is viewed as the initial jet
pT prior to medium e↵ects. The mapping from pAA

T to

pquantT is illustrated by the red arrows in Fig. 1b, with
pAA
T = pquantT QAA(p

quant
T ). Intriguingly, we will show

that pquantT approximates the pT of a heavy-ion jet before
quenching with comparable fidelity to the unmodified bo-
son energy pZT available only in rarer Z+jet events.

For the remainder of this work, we consider samples
of Z+jet and di-jet events in the heavy-ion Monte Carlo
event generator Jewel 2.1.0 [27, 28], based on vacuum
jet production in Pythia 6 [32]. For each process, we
generate 2 million each of proton-proton and head-on
(0�10% centrality) heavy-ion events at 2.76TeV and re-
construct anti-kt jets using FastJet 3.3.0 [33, 34] with
radius parameter R = 0.4 and pseudorapidity |⌘| < 2.
We include initial state radiation but do not include
medium recoils, since medium response is not expected
to have a significant e↵ect on Eq. (3) at the values of
pmin
T considered here. For Z+jet events we identify the Z

from its decay to muons and consider the leading recoiling
jet, and for di-jet events we consider the two highest-pT
jets. The default heavy-ion background in Jewel is a
Bjorken expanding medium with initial peak tempera-
ture Ti = 485MeV and formation time ⌧i = 0.6 fm, con-
sistent with the parameters used to fit data at 2.76TeV
in more realistic hydrodynamic simulations [28, 35].

Using these Z+jet and di-jet samples from Jewel,
Fig. 2a shows the standard RAA (also called IAA for
Z+jet) and Fig. 2b shows the pT ratio QAA. Although
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COMPLEMENTARY INFORMATION

• QAA and RAA provide very different information 

• RAA depends on different spectral shape for quark and gluon initiated jets :: QAA does not
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FIG. 2. Distributions of (a) RAA as a function of pjetT and (b) QAA as a function of pquantT , for the Z+jet (dashed) and di-jet
(solid) samples in Jewel. Although RAA and QAA are derived from the same underlying jet pT spectra, they provide di↵erent
and complementary information. For example, the pT dependence of RAA is very di↵erent for Z+jet and di-jet events in Jewel,
while the average fractional pT loss 1�QAA is similar. Note that RAA requires binning of the data, while QAA, which is based
on the cumulative cross-section, can be plotted unbinned.

the RAA for Z+jet and di-jet events have significantly dif-
ferent pT -dependence, it is interesting that the average
fractional energy loss of jets is very similar, as quantified
by 1 � QAA. This might be surprising since Z+jet and
di-jet events have di↵erent fractions of quark and gluon
jets, though Ref. [36] suggests that quark and gluon jets
may experience similar energy loss in Jewel; whether
this is borne out in data is an open question. Regardless,
it is clear that RAA and QAA o↵er complementary probes
of the jet quenching phenomenon and are therefore both
interesting observables in their own right. The quantile
procedure also shows that the highest-pT jets lose a small
fraction of their energy on average ((1 � QAA) ⇠ 5%),
even though RAA is far below one. This result can be
compared to other methods for extracting the average
energy loss from data, for example Ref. [37].

We now turn to validating the interpretation of pquantT
as a proxy for the initial pT of a heavy-ion jet before
quenching by the medium. In Z+jet events, pZT can be
used as a baseline for the (approximate) initial pT of the
leading recoiling jet, since the Z boson does not interact
with the quark-gluon plasma. For a given value of pZT ,
there is a distribution of recoil jet momenta whose mean
is shown in the upper panel of Fig. 3a. Even in proton-
proton collisions, the recoiling jet pT is systematically
lower on average than pZT due to out-of-cone radiation
and events with multiple jets. In heavy-ion collisions, it
is even lower due to energy loss. Intriguingly, the mean
value of pquantT (red) is much more comparable to that
of pppT (dashed black) than pAA

T (blue) is, indicating that
pquantT is a good proxy for the initial jet pT . On the
other hand, the standard deviation of pquantT , shown in
the lower panel of Fig. 3a, is higher than that of pppT

due to energy loss fluctuations. These cannot be undone
by the quantile procedure, which can only give a perfect
reconstruction of the distribution of pppT in the case of
strictly monotonic energy loss.
We emphasize that the distribution in Fig. 3a is phys-

ically observable and could be used to validate the quan-
tile procedure in experimental data. Crucially, quan-
tile matching can also provide a baseline for the initial
jet pT in general jet events. To validate this in di-jet
events at the generator level, we use the pT of the par-
tons from the initial hard matrix element in Jewel, pMC

T ,
as an (unphysical and unobservable) baseline for the ini-
tial jet pT (see [38]). We consider the two highest-pT
jets and match each jet with the pMC

T that minimizes

�R =
p
�⌘2 +��2 between the jet and the parton.

Each of the two jets then enters independently in Fig. 3b,
which demonstrates the correlation of the jet pT to pMC

T
for proton-proton and heavy-ion jets, with the results of
the quantile procedure in red. Fig. 3b is the only figure
in this work that involves an unobservable quantity, and
it shows remarkably similar features to Fig. 3a which can
be measured experimentally.
It might be surprising that the curves in Fig. 3 are

fairly flat as a function of the baseline initial pT . This
can be understood, however, from a minimal model in
which the final energy of a jet is obtained from its initial
energy via gaussian smearing. Consider the probability
distribution

p(pAA
T |pinT ) =

Z
dpppT N (pAA

T |µ̃2p
pp
T , �̃2p

pp
T )

⇥ N (pppT |µ̃1p
in
T , �̃1p

in
T ). (5)

Here, N (x|µ,�) is a normal distribution in the variable x
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QUANTILE PROCEDURE AS PROXY FOR INITIAL ENERGY

• provides a proxy for the initial pt of a quenched [prior to QGP-induced energy loss]
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FIG. 1. Illustration comparing the ratio and quantile procedures. (a) The inclusive jet pT spectra measured by CMS [26], for a
jet radius of R = 0.4. The standard jet ratio RAA (blue) compares heavy-ion and proton-proton jet cross-sections vertically at
the same reconstructed jet pT . (b) The jet pT cumulative cross-sections extracted from Jewel [27, 28]. The quantile procedure
QAA (red) compares heavy-ion and proton-proton jet pT thresholds horizontally at the same cumulative cross-section. From
this, one can map each pAA

T (base of red arrows) into the pT of proton-proton jets in the same quantile, pquantT (tip of red arrows).

For completeness, we also show the pseudo-quantile eQAA (orange, with corresponding epquantT ) defined on the cross-section and

pseudo-ratio eRAA (purple) defined on the cumulative cross-section, though we will not use these in the present study.

monotonic in pT , since other properties of a jet and of
the jet-medium interaction influence its energy loss and
cause jets with the same initial pT to lose di↵erent frac-
tions of their energy. Below, we will quantify the useful-
ness of this quantile picture in the context of a realistic
event generator where significant non-monotonicities are
indeed present.

Due to the steeply-falling jet production spectrum
(� ⇠ p�6

T ), jets within a given range in reconstructed
heavy-ion pT are dominated by those which were least
modified (see e.g. [30]). Addressing this issue requires
comparing jets that had the same pT when they were
initially produced. In rarer events where an energetic �
or Z boson is produced back-to-back with a jet, the un-
modified boson energy approximates the initial energy of
the recoiling jet [15, 31]. In general jet events, however,
the jet energy before medium e↵ects cannot be measured.

A key result of this work is that the quantile picture
also provides a natural proxy for the unmodified jet pT
that is observable in general jet events. Given a heavy-
ion jet with reconstructed momentum pAA

T , we can define
pquantT implicitly as the momentum of a proton-proton jet
with the same (upper) cumulative cross-section:
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pT prior to medium e↵ects. The mapping from pAA
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pquantT is illustrated by the red arrows in Fig. 1b, with
pAA
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quant
T ). Intriguingly, we will show

that pquantT approximates the pT of a heavy-ion jet before
quenching with comparable fidelity to the unmodified bo-
son energy pZT available only in rarer Z+jet events.

For the remainder of this work, we consider samples
of Z+jet and di-jet events in the heavy-ion Monte Carlo
event generator Jewel 2.1.0 [27, 28], based on vacuum
jet production in Pythia 6 [32]. For each process, we
generate 2 million each of proton-proton and head-on
(0�10% centrality) heavy-ion events at 2.76TeV and re-
construct anti-kt jets using FastJet 3.3.0 [33, 34] with
radius parameter R = 0.4 and pseudorapidity |⌘| < 2.
We include initial state radiation but do not include
medium recoils, since medium response is not expected
to have a significant e↵ect on Eq. (3) at the values of
pmin
T considered here. For Z+jet events we identify the Z

from its decay to muons and consider the leading recoiling
jet, and for di-jet events we consider the two highest-pT
jets. The default heavy-ion background in Jewel is a
Bjorken expanding medium with initial peak tempera-
ture Ti = 485MeV and formation time ⌧i = 0.6 fm, con-
sistent with the parameters used to fit data at 2.76TeV
in more realistic hydrodynamic simulations [28, 35].

Using these Z+jet and di-jet samples from Jewel,
Fig. 2a shows the standard RAA (also called IAA for
Z+jet) and Fig. 2b shows the pT ratio QAA. Although
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T (base of red arrows) into the pT of proton-proton jets in the same quantile, pquantT (tip of red arrows).

For completeness, we also show the pseudo-quantile eQAA (orange, with corresponding epquantT ) defined on the cross-section and
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jets. The default heavy-ion background in Jewel is a
Bjorken expanding medium with initial peak tempera-
ture Ti = 485MeV and formation time ⌧i = 0.6 fm, con-
sistent with the parameters used to fit data at 2.76TeV
in more realistic hydrodynamic simulations [28, 35].

Using these Z+jet and di-jet samples from Jewel,
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Figure 2: Left: Dependence of average jet energy loss proxies on jet radius R – ratio of
mean values of reconstructed pT (dots) and ratio of average quantile pT to mean vacuum
pT (solid). Right: Ratio between mean pqT and mean pmT . Vacuum samples include nuclear
effects (isospin averaged nuclear PDFs).

5 Jet energy loss dependence on jet radius, minimum particle pT and
colour charge

In the following subsections, we use QAA as a proxy for average fractional jet energy loss and
investigate its evolution with jet radius, its sensitivity to medium response and minimum
particle pT and, lastly, use it to evaluate the colour charge dependence of energy loss. Only
on this last study are �+jet samples used. For the remaining two, the results are based on
inclusive jet samples.

5.1 Jet radius

In Fig. 3 we show the evolution of QAA with jet radius for inclusive jet samples with
(bottom panels) and without (top panels) medium response. For the purpose of evaluating
model dependence, we compare two radically different implementations of jet physics in the
presence of QGP - Jewel 2.3 [9, 44] (left) and the Hybrid Model [40, 46–49] (right). Note
that the curves for the Hybrid Model (right) start at 200 GeV. Despite the difference in
parton-QGP interaction in these models, the trend of QAA with jet radius and pT is the
same when considering events without medium response (top panels in Fig 3). Even in
absolute value the two models predict similar results. The ordering of QAA with jet radius
is such that larger jets lose a larger fraction of their energy, on average. This implies, in
particular for Jewel, that the increase in jet components that can lose energy dominates
over the recapture of medium-induced radiation. When including medium response (bottom
panels in Fig. 3), however, the models predict different orderings with jet radius and only
agree approximately in absolute value for large enough pT and moderate radii R ⇠ 0.4, 0.6.
For Jewel the behaviour with jet radius is exactly inverted with respect to the case where
medium response is absent, which is naturally attributed to the reconstruction of part of the
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FIG. 3. Mean (top) and standard deviation (bottom) of the distribution of jet pT compared to a baseline initial pT . Shown
are (a) Z+jet events where the baseline is the physically observable pT of the recoiling Z boson and (b) di-jet events where the
baseline is the unphysical and unobservable pMC

T of the initial hard scattering obtained from Jewel. The reconstructed jet pT
for proton-proton and heavy-ion jets are shown in dashed black and blue, respectively. The pquantT of the heavy-ion sample,
shown in red, more closely matches the initial jet pT than the reconstructed heavy-ion pT does.

with mean µ and standard deviation �, and µ̃1,2 and �̃1,2

are dimensionless constants. Eq. (5) describes the prob-
abilistic relation between the seed-parton momentum pinT
(interpreted as pZT or pMC

T ) and the quenched momentum
pAA
T via two stages of gaussian smearing: first from pinT

to the unquenched jet momentum pppT , and then from
pppT to the quenched momentum pAA

T . Integrating over
intermediate values of pppT gives p(pAA

T |pinT ), the probabil-
ity of pAA

T for fixed pinT . The fact that µ2 = µ̃2p
pp
T means

that the average energy loss is monotonic in pT , but since
�̃2 6= 0 energy loss is not monotonic in pT jet-by-jet.

The mean and standard deviation of the distribution
in Eq. (5) can be calculated analytically (see [39]):
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though the resulting distribution is not generally gaus-
sian. These can be compared to the upper and lower
panels, respectively, of Fig. 3. The fact that Eq. (6) has
no pinT -dependence is consistent with the fact that the
curves in Fig. 3 are approximately flat. To the extent
that this model is semi-realistic, Eq. (6) and a measure-
ment of Fig. 3a would provide an estimate of the average
energy loss and the size of energy loss fluctuations. Tak-
ing approximate values from Fig. 3a at pZT = 300GeV
of hpppT /pZT i ⌘ µ̃1 ⇡ 0.87, �

�
pppT /pZT

�
⌘ �̃1 ⇡ 0.17,

hpAA
T /pZT i ⇡ 0.74, and �

�
pAA
T /pZT

�
⇡ 0.18, Eq. (6) yields

µ̃2 ⇡ 0.85 and �̃2 ⇡ 0.12. It is satisfying that this ex-
tracted µ̃2 value is comparable to QAA in Fig. 2b, which
is a more direct proxy for fractional energy loss.

As a final application in this letter, we demonstrate
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migration via the quantile procedure shifts m/pT towards be-
ing less modified.

how the quantile procedure can be used to charac-
terize the e↵ects of pT migration via an example jet
substructure observable, the dimensionless ratio m/pT .
Fig. 4 shows distributions of m/pT for proton-proton
and heavy-ion jets in a range of reconstructed pT in
dashed black and blue, respectively. Heavy-ion jets with
that range of pquantT are those in the same quantile as
the proton-proton baseline, and m/pT for that sample is
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FIG. 3. Mean (top) and standard deviation (bottom) of the distribution of jet pT compared to a baseline initial pT . Shown
are (a) Z+jet events where the baseline is the physically observable pT of the recoiling Z boson and (b) di-jet events where the
baseline is the unphysical and unobservable pMC

T of the initial hard scattering obtained from Jewel. The reconstructed jet pT
for proton-proton and heavy-ion jets are shown in dashed black and blue, respectively. The pquantT of the heavy-ion sample,
shown in red, more closely matches the initial jet pT than the reconstructed heavy-ion pT does.
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FIG. 3. Mean (top) and standard deviation (bottom) of the distribution of jet pT compared to a baseline initial pT . Shown
are (a) Z+jet events where the baseline is the physically observable pT of the recoiling Z boson and (b) di-jet events where the
baseline is the unphysical and unobservable pMC

T of the initial hard scattering obtained from Jewel. The reconstructed jet pT
for proton-proton and heavy-ion jets are shown in dashed black and blue, respectively. The pquantT of the heavy-ion sample,
shown in red, more closely matches the initial jet pT than the reconstructed heavy-ion pT does.
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red. The heavy-ion result is normalized to match the proton-
proton baseline but the quantile result has the correct nor-
malization by construction. Partially compensating for pT
migration via the quantile procedure shifts m/pT towards be-
ing less modified.
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FIG. 3. Mean (top) and standard deviation (bottom) of the distribution of jet pT compared to a baseline initial pT . Shown
are (a) Z+jet events where the baseline is the physically observable pT of the recoiling Z boson and (b) di-jet events where the
baseline is the unphysical and unobservable pMC

T of the initial hard scattering obtained from Jewel. The reconstructed jet pT
for proton-proton and heavy-ion jets are shown in dashed black and blue, respectively. The pquantT of the heavy-ion sample,
shown in red, more closely matches the initial jet pT than the reconstructed heavy-ion pT does.
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FIG. 4. Distribution of m/pT for proton-proton (dashed
black) and heavy-ion (blue) jets in di-jet events with recon-
structed pT 2 [100, 200] GeV. Heavy-ion jets with pquantT 2
[100, 200] GeV, corresponding to pAA

T 2 [80, 173] GeV, are in
red. The heavy-ion result is normalized to match the proton-
proton baseline but the quantile result has the correct nor-
malization by construction. Partially compensating for pT
migration via the quantile procedure shifts m/pT towards be-
ing less modified.

how the quantile procedure can be used to charac-
terize the e↵ects of pT migration via an example jet
substructure observable, the dimensionless ratio m/pT .
Fig. 4 shows distributions of m/pT for proton-proton
and heavy-ion jets in a range of reconstructed pT in
dashed black and blue, respectively. Heavy-ion jets with
that range of pquantT are those in the same quantile as
the proton-proton baseline, and m/pT for that sample is
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a starting time of ⌧0 = 0.6 fm, before which we assume there
is no energy loss. We stop applying energy loss when the local
temperature goes below Tc, using two different values for this
quantity as noted above. In order to estimate the contribution
to the final hadron spectra coming from the wake generated
by the passage of the jet through the plasma, as in Ref. [17]
we assume that the wake hydrodynamizes subject to momen-
tum conservation, becomes a small perturbation to the bulk
hydrodynamic flow, and yields a correction to the final hadron
spectrum (obtained via the Cooper-Frye prescription [63]) that
is also a small perturbation that can be linearized. We perform
the hadronization of the parton shower using the Lund string
model present in PYTHIA, where, for simplicity, the color flow
among the different partons is not modified.

We present in the six panels of Fig. 1 the results for the
fits to the best values of sc for the two different values of Tc

(first three panels for Tc = 145 MeV, last three for Tc = 170
MeV), and for Lres = 0 and 2/(⇡T ). The fits have been done
in two different ways. First, the individual points with error
bars are obtained by fitting the model, separately, to each of
ten different sets of data using a standard �2 analysis with
different sources of experimental uncertainty (statistical, un-
correlated systematic, correlated systematic, and normaliza-
tion) accounted for appropriately, as in Ref. [65]. And, sec-
ond, the horizontal colored bands are obtained by performing
a global fit to all nine LHC data sets. The uncertainty bands
on these global fits correspond to the values of sc for which
�2 = �2

min ± 1 (1�) and �2 = �2
min ± 4 (2�).

We conclude from the global fit that our model can simulta-
neously describe data on the suppression of both hadrons and
jets, yielding a satisfactory overall agreement between all sets
of LHC data within the narrow range for sc indicated by the
global fit for either value of Lres and Tc. Although we cer-
tainly find no statistically significant preference for Lres = 0
or Lres = 2/(⇡T ) whatsoever, if we squint at Fig. 1 it appears
that the agreement between the band of values of sc found via
the global fit and the jet suppression data looks slightly better
for Lres = 2/(⇡T ). The global fit shows that this impression
is not significant at present, but this impression — and the goal
of constraining the value of Lres — motivates future higher
statistics measurements of jet suppression. Note that although
at fixed sc the effect of varying Lres on jet suppression is sig-
nificant, as noted in Ref. [66], this dependence becomes rather
weak after fitting the model parameter that controls the rate of
parton energy loss — in our case sc which we determine via
our global fit. In any comparison between a perturbative anal-
ysis and data, fitting the value of the jet quenching parameter
q̂, as is appropriate and necessary, will have comparable con-
sequences.

We see in Fig. 1 that the measurements of the suppression
of ⇡0 yields in RHIC collisions [65] favor a larger value of sc

than the one that we obtain from the global fit to LHC data,
corresponding to a stronger coupling between energetic par-
tons and the QGP that they traverse in the lower temperature
QGP produced at RHIC. This is in line with the finding of pre-
vious studies [67, 68]. However, the distinction between the
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FIG. 2: Results for Rhad
AA and Rjet

AA from our model with its param-
eter fixed via the global fit, compared to CMS [55] and ATLAS [58]
data. Error bars on the experimental data points show only the uncor-
related error. The corrected data points have been shifted according
to the best fit value of the correlated error correction [65]. Colored
bands show results from the hybrid model with Lres = 2/(⇡T ), with
the bands spanning results obtained with Tc = 145 and 170 MeV, in
each case using the value of sc obtained from the global fit in Fig. 1

value of sc preferred for RHIC and LHC collisions is not at
the 5� level. This motivates future higher statistics measure-
ments of both hadron and jet suppression at RHIC. It would
also be interesting to extend this analysis to different centrality
classes.

In Fig. 2 we provide an impression of how individual points
in Fig. 1 are obtained by showing a subset of our results com-
pared to data for Rjet

AA with anti-kt radius of R = 0.4 [64], and
Rhad

AA (plotted together, meaning that the horizontal axis cor-
responds to either hadron or jet pT ) for PbPb collisions withp
sNN = 2.76 TeV at the LHC. The bands from the model

comprise the results obtained for the 2� range for sc as ex-
tracted from the global fits for both values of Tc, and using
Lres = 2/(⇡T ).

Modification of jet fragmentation functions. Following the
discussion in the Introduction, we turn now to jet fragmenta-
tion functions. By definition, fragmentation functions count
the mean number of hadrons, per jet, that carry a fraction z
of the whole jet energy, with z usually defined in experimen-
tal analyses as z ⌘ (ph · pj)/|pj|2, where ph and pj are the
three-momentum of the hadron and jet, respectively. The ra-
tio of fragmentation functions in PbPb and pp collisions was
introduced as an observable that is affected by jet quenching
in Ref. [69] and has been measured by both CMS and AT-
LAS [69–71]. Here, we are interested in the enhancement in
this ratio close to z ⇠ 1 [75]. As we described in the Intro-
duction, due to the steeply falling jet spectrum whenever we
trigger on a high pT hadron we are biasing our sample towards
narrow jets that fragmented into few, hard, hadrons. We see
from the fragmentation function ratio near z ⇠ 1 in Fig. 3 that
such jets are more common in PbPb collisions than in pp col-
lisions. While the first results from ATLAS at

p
sNN = 2.76

TeV already showed hints of an enhancement in this ratio at
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• different suppression of hadrons and jets was long seen as a ‘puzzle’ 

◦ all bona fide MC, and all analytical calculations that treat jets as resulting from evolution 
of a multiparticle state fully account for the different suppression

Hybrid



• excellent global fit for LHC data :: some tension with RHIC data 

• high pT hadrons originate from narrow jets [fragmented less] which are less suppressed than inclusive jets 

• simultaneous description of jet and hadron RAA natural feature of any approach that treats jets as such [ie, 
objects resulting from evolution of state with internal structure]

jet and hadron RAA
Results
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a starting time of ⌧0 = 0.6 fm, before which we assume there
is no energy loss. We stop applying energy loss when the local
temperature goes below Tc, using two different values for this
quantity as noted above. In order to estimate the contribution
to the final hadron spectra coming from the wake generated
by the passage of the jet through the plasma, as in Ref. [17]
we assume that the wake hydrodynamizes subject to momen-
tum conservation, becomes a small perturbation to the bulk
hydrodynamic flow, and yields a correction to the final hadron
spectrum (obtained via the Cooper-Frye prescription [63]) that
is also a small perturbation that can be linearized. We perform
the hadronization of the parton shower using the Lund string
model present in PYTHIA, where, for simplicity, the color flow
among the different partons is not modified.

We present in the six panels of Fig. 1 the results for the
fits to the best values of sc for the two different values of Tc

(first three panels for Tc = 145 MeV, last three for Tc = 170
MeV), and for Lres = 0 and 2/(⇡T ). The fits have been done
in two different ways. First, the individual points with error
bars are obtained by fitting the model, separately, to each of
ten different sets of data using a standard �2 analysis with
different sources of experimental uncertainty (statistical, un-
correlated systematic, correlated systematic, and normaliza-
tion) accounted for appropriately, as in Ref. [65]. And, sec-
ond, the horizontal colored bands are obtained by performing
a global fit to all nine LHC data sets. The uncertainty bands
on these global fits correspond to the values of sc for which
�2 = �2

min ± 1 (1�) and �2 = �2
min ± 4 (2�).

We conclude from the global fit that our model can simulta-
neously describe data on the suppression of both hadrons and
jets, yielding a satisfactory overall agreement between all sets
of LHC data within the narrow range for sc indicated by the
global fit for either value of Lres and Tc. Although we cer-
tainly find no statistically significant preference for Lres = 0
or Lres = 2/(⇡T ) whatsoever, if we squint at Fig. 1 it appears
that the agreement between the band of values of sc found via
the global fit and the jet suppression data looks slightly better
for Lres = 2/(⇡T ). The global fit shows that this impression
is not significant at present, but this impression — and the goal
of constraining the value of Lres — motivates future higher
statistics measurements of jet suppression. Note that although
at fixed sc the effect of varying Lres on jet suppression is sig-
nificant, as noted in Ref. [66], this dependence becomes rather
weak after fitting the model parameter that controls the rate of
parton energy loss — in our case sc which we determine via
our global fit. In any comparison between a perturbative anal-
ysis and data, fitting the value of the jet quenching parameter
q̂, as is appropriate and necessary, will have comparable con-
sequences.

We see in Fig. 1 that the measurements of the suppression
of ⇡0 yields in RHIC collisions [65] favor a larger value of sc

than the one that we obtain from the global fit to LHC data,
corresponding to a stronger coupling between energetic par-
tons and the QGP that they traverse in the lower temperature
QGP produced at RHIC. This is in line with the finding of pre-
vious studies [67, 68]. However, the distinction between the
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FIG. 2: Results for Rhad
AA and Rjet

AA from our model with its param-
eter fixed via the global fit, compared to CMS [55] and ATLAS [58]
data. Error bars on the experimental data points show only the uncor-
related error. The corrected data points have been shifted according
to the best fit value of the correlated error correction [65]. Colored
bands show results from the hybrid model with Lres = 2/(⇡T ), with
the bands spanning results obtained with Tc = 145 and 170 MeV, in
each case using the value of sc obtained from the global fit in Fig. 1

value of sc preferred for RHIC and LHC collisions is not at
the 5� level. This motivates future higher statistics measure-
ments of both hadron and jet suppression at RHIC. It would
also be interesting to extend this analysis to different centrality
classes.

In Fig. 2 we provide an impression of how individual points
in Fig. 1 are obtained by showing a subset of our results com-
pared to data for Rjet

AA with anti-kt radius of R = 0.4 [64], and
Rhad

AA (plotted together, meaning that the horizontal axis cor-
responds to either hadron or jet pT ) for PbPb collisions withp
sNN = 2.76 TeV at the LHC. The bands from the model

comprise the results obtained for the 2� range for sc as ex-
tracted from the global fits for both values of Tc, and using
Lres = 2/(⇡T ).

Modification of jet fragmentation functions. Following the
discussion in the Introduction, we turn now to jet fragmenta-
tion functions. By definition, fragmentation functions count
the mean number of hadrons, per jet, that carry a fraction z
of the whole jet energy, with z usually defined in experimen-
tal analyses as z ⌘ (ph · pj)/|pj|2, where ph and pj are the
three-momentum of the hadron and jet, respectively. The ra-
tio of fragmentation functions in PbPb and pp collisions was
introduced as an observable that is affected by jet quenching
in Ref. [69] and has been measured by both CMS and AT-
LAS [69–71]. Here, we are interested in the enhancement in
this ratio close to z ⇠ 1 [75]. As we described in the Intro-
duction, due to the steeply falling jet spectrum whenever we
trigger on a high pT hadron we are biasing our sample towards
narrow jets that fragmented into few, hard, hadrons. We see
from the fragmentation function ratio near z ⇠ 1 in Fig. 3 that
such jets are more common in PbPb collisions than in pp col-
lisions. While the first results from ATLAS at

p
sNN = 2.76

TeV already showed hints of an enhancement in this ratio at

Casalderrey, Hulcher, Milhano, Pablos, Rajagopal :: 1808.07386 [hep-ph]



QGP sees jet substructure 

sensitivity to QGP of different scales present in jets can be used to 
study QGP 



dijet asymmetry Eur.Phys.J. C76 (2016))

JEWEL provides good data 
description 

very tempting naive geometrical 
interpretation 

one jet loses more energy than 
the other DUE TO different 
traversed amount of QGP matter 

110

enhanced pT imbalance in back-to-back dijet pairs in HI collisionsCMS PbPb data
JEWEL+PYTHIA PbPb
JEWEL+PYTHIA pp

0

0.002

0.004

0.006

0.008

0.01

0.012

di-jet asymmetry in PbPb 0-10%, p⊥,1 > 120 GeV

ev
en

t
fr

ac
ti

o
n

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

0.6

0.8

1

1.2

1.4

AJ

M
C

/
D

at
a

E
T1

E
T2

<E
T1

1
2

 f
m

Eur. Phys. J. C manuscript No.

(will be inserted by the editor)

CERN-PH-TH-2015-310, MCnet-15-31

Origins of the di-jet asymmetry in heavy ion collisions
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Abstract The di-jet asymmetry — the measure of the
momentum imbalance in a di-jet system — is a key jet
quenching observable. Using the event generator Jewel
we show that the di-jet asymmetry is dominated by fluc-
tuations both in proton-proton and in heavy ion colli-
sions. We discuss how in proton-proton collisions the
asymmetry is generated through recoil and out-of-cone
radiation. In heavy ion collisions two additional sources
can contribute to the asymmetry, namely energy loss
fluctuations and di↵erences in path length. The latter
is shown to be a sub-leading e↵ect. We discuss the im-
plications of our results for the interpretation of this
observable.

Keywords Heavy ion collisions · Jet quenching

1 Introduction

The ability to systematically reconstruct jets above the
large and fluctuating background present in ultra-relati-
vistic heavy ion collisions [?] has opened up a versatile
path [?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?] to study the
properties of Quark Gluon Plasma (QGP). Jets are sen-
sitive, through the wide range of scales involved in their
development, to a variety of properties of the expanding
QGP they traverse. Unlike measurements that involve
hadrons (e.g. single hadron suppression), jet observ-
ables are mostly immune to the uncertainties arising
from the ill-understood physics of hadronization.

The extensive use of jets in both hadron and lepton
collisions is grounded on solid theoretical understand-
ing. Both the jet production and jet evolution giving
rise to the characteristic jet structure are calculable in

??e-mail: guilherme.milhano@tecnico.ulisboa
??e-mail: korinna.zapp@cern.ch

perturbation theory [?] and are encoded in Monte Carlo
event generators [?,?,?]. This is in contrast with the
present situation in heavy ions where, albeit very im-
portant theoretical developments in the last few years
(for a recent review see [?]), the dynamical details of
jet-medium interactions remain partly ununderstood.

Although current Monte Carlo implementations of
jet dynamics in the presence of a medium [?,?,?,?,?,?]
are necessarily incomplete, they can be used meaning-
fully in a variety of studies. Ultimately, the endowment
of jets with full probing potential requires the depen-
dence of a given jet observable on specific medium prop-
erties to be clearly identified. By considering an event
generator — Jewel [?,?] — that has been validated
for a wide set of observables (jet rates and shapes, frag-
mentation functions, di-jet observables, leading hadron
suppression etc.) and the di-jet asymmetry as an exam-
ple for a jet observable, we illustrate a generic strategy
for achieving such identification.

We carry out a detailed analysis of what drives the
enhancement of di-jet energy imbalance in heavy ion
collisions relative to the proton-proton case. In doing
so, we attempt to qualify common assumptions made
in the literature. Di-jet asymmetry carries the histor-
ical weight of having been the first observable to be
measured for fully reconstructed jets in heavy ion col-
lisions [?] and of having triggered nearly immediate in-
sight on the underlying dynamics at play [?,?]. Since
then more di↵erential measurements, e.g. [?], and at-
tempts to observe a di-jet asymmetry at RHIC [?] have
been carried out.

The di-jet asymmetry

AJ =
p?,1 � p?,2

p?,1 + p?,2
, (1)
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Abstract The di-jet asymmetry — the measure of the
momentum imbalance in a di-jet system — is a key jet
quenching observable. Using the event generator Jewel
we show that the di-jet asymmetry is dominated by fluc-
tuations both in proton-proton and in heavy ion colli-
sions. We discuss how in proton-proton collisions the
asymmetry is generated through recoil and out-of-cone
radiation. In heavy ion collisions two additional sources
can contribute to the asymmetry, namely energy loss
fluctuations and di↵erences in path length. The latter
is shown to be a sub-leading e↵ect. We discuss the im-
plications of our results for the interpretation of this
observable.

Keywords Heavy ion collisions · Jet quenching

1 Introduction

The ability to systematically reconstruct jets above the
large and fluctuating background present in ultra-relati-
vistic heavy ion collisions [?] has opened up a versatile
path [?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?] to study the
properties of Quark Gluon Plasma (QGP). Jets are sen-
sitive, through the wide range of scales involved in their
development, to a variety of properties of the expanding
QGP they traverse. Unlike measurements that involve
hadrons (e.g. single hadron suppression), jet observ-
ables are mostly immune to the uncertainties arising
from the ill-understood physics of hadronization.

The extensive use of jets in both hadron and lepton
collisions is grounded on solid theoretical understand-
ing. Both the jet production and jet evolution giving
rise to the characteristic jet structure are calculable in

??e-mail: guilherme.milhano@tecnico.ulisboa
??e-mail: korinna.zapp@cern.ch

perturbation theory [?] and are encoded in Monte Carlo
event generators [?,?,?]. This is in contrast with the
present situation in heavy ions where, albeit very im-
portant theoretical developments in the last few years
(for a recent review see [?]), the dynamical details of
jet-medium interactions remain partly ununderstood.

Although current Monte Carlo implementations of
jet dynamics in the presence of a medium [?,?,?,?,?,?]
are necessarily incomplete, they can be used meaning-
fully in a variety of studies. Ultimately, the endowment
of jets with full probing potential requires the depen-
dence of a given jet observable on specific medium prop-
erties to be clearly identified. By considering an event
generator — Jewel [?,?] — that has been validated
for a wide set of observables (jet rates and shapes, frag-
mentation functions, di-jet observables, leading hadron
suppression etc.) and the di-jet asymmetry as an exam-
ple for a jet observable, we illustrate a generic strategy
for achieving such identification.

We carry out a detailed analysis of what drives the
enhancement of di-jet energy imbalance in heavy ion
collisions relative to the proton-proton case. In doing
so, we attempt to qualify common assumptions made
in the literature. Di-jet asymmetry carries the histor-
ical weight of having been the first observable to be
measured for fully reconstructed jets in heavy ion col-
lisions [?] and of having triggered nearly immediate in-
sight on the underlying dynamics at play [?,?]. Since
then more di↵erential measurements, e.g. [?], and at-
tempts to observe a di-jet asymmetry at RHIC [?] have
been carried out.

The di-jet asymmetry

AJ =
p?,1 � p?,2

p?,1 + p?,2
, (1)

really not the case …
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dijet asymmetry

small bias towards smaller path-length for leading jets 

however, significant fraction [34%] of events have longer path-length for leading jet 

consequence of fast medium expansion
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Fig. 3 Di-jet asymmetry AJ in central (b = 0) Pb+Pb events
in a scenario where the di-jet production points are dis-
tributed according to the Glauber model (’full geometry’)
compared to a scenario where all jets are produced at the
centre of the collision (’central production’). The yellow band
in the ratio plot shows the statistical uncertainty on the refer-
ence (the denominator in the ratio), i.e. on the red histogram.

the same. If in the sample with distributed produc-
tion points a strong bias for the leading jet to have
the smaller path-length was present and such di↵erence
was driving the asymmetry, then the di-jet asymmetry
should be significantly larger in this scenario than in the
‘central production’ case where all path-lengths are the
same. Figure ?? shows clearly that this is not the case.
The di↵erence between the asymmetry computed in the
two scenarios is small. This provides clear evidence that
fluctuations, rather than systematic path-length di↵er-
ences, are most relevant in building up the asymmetry.

In Jewel, and arguably in general, jet-medium in-
teraction depends on the amount of medium traversed
by the jet. The relevant path-length that accounts for
the evolving medium density profile is the density weight-
ed path-length given by

Ln = 2

R
d⌧ ⌧n(r(⌧), ⌧)R
d⌧ n(r(⌧), ⌧)

, (2)

where ⌧ =
p
t2 � z2 is the proper-time and n(r(⌧), ⌧))

is the position and time dependent density of medium
scattering centres. As we consider a boost invariant
medium, Ln is rapidity independent.

Figure ?? shows the distribution of the path-length
di↵erence (�Ln = Ln,2�Ln,1) between the sub-leading
and leading jet in di-jet events, together with analogous
distributions obtained in single-inclusive jet events and
without any jet cuts. The path-lengths for the leading
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Fig. 4 Comparison of di↵erences in path-length between
leading and sub-leading jet when no jet cuts are placed (red),
when only one jet passing the p? cut for the leading jet is
required (blue) and when a di-jet system is required (green).

jet Ln,1 and sub-leading jet Ln,2 in each di-jet event
are computed from the di-jet production point and the
direction of each of the reconstructed jets in the pair.
For single-inclusive jet events, the jet is required to pass
the same leading jet p? cut as in di-jet events and the
sub-leading jet, which is not reconstructed, is assumed
exactly back-to-back (the azimuthal angle between the
two jets is �� = ⇡). The distribution in the case where
no jet cuts are imposed simply reflects the Glauber dis-
tribution of production points. Here, the angles and
transverse momenta of the out-going partons of the ma-
trix element are used to evaluate the path-lengths.

The distribution without jet cuts is symmetric around
zero, while both the di-jet and single-inclusive jet cases
show a shift towards positive �Ln. This shift, favour-
ing somewhat smaller path-lengths for the leading jet,
is a consequence of the p? cut imposed on the lead-
ing jet2. This is not, however, a large e↵ect. In fact,
in 34% of the di-jet systems the leading jet has the
longer path-length. Such configurations are only possi-
ble in the presence of sizeable vacuum and/or medium
energy loss fluctuations. As figure ?? shows, there is a
mild correlation between the path-length di↵erence and
the di-jet asymmetry (the mean path-length di↵erence
increases from h�Lni = 0.56 in the most symmetric to
h�Lni = 1.86 in the most asymmetric bin). This shift
is still small compared to the width of the distribution,
which is a measure for the importance of fluctuations.

The path-length of a jet produced in the centre is
4 fm, while in the scenario with distributed production
points the average path-length is 3.74 fm. Therefore,

2The near coincidence of the distributions for the di-jet and
single-inclusive jet cases results from the very asymmetric p?
cuts (p?,1 > 100GeV and p?,2 > 20GeV) that are imposed.

density weighted path-length  

[accounts for medium expansion, rapidity independent for boost invariant medium]

Eur.Phys.J. C76 (2016))
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di-jet event sample with no difference in path-length has 
AJ distribution compatible with realistic [full-geometry] 
sample 

‘typical’ event has rather similar path-lengths 

difference in path-length DOES NOT play a significant 
role in the observed modification of AJ distribution 
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Abstract The di-jet asymmetry — the measure of the
momentum imbalance in a di-jet system — is a key jet
quenching observable. Using the event generator Jewel
we show that the di-jet asymmetry is dominated by fluc-
tuations both in proton-proton and in heavy ion colli-
sions. We discuss how in proton-proton collisions the
asymmetry is generated through recoil and out-of-cone
radiation. In heavy ion collisions two additional sources
can contribute to the asymmetry, namely energy loss
fluctuations and di↵erences in path length. The latter
is shown to be a sub-leading e↵ect. We discuss the im-
plications of our results for the interpretation of this
observable.

Keywords Heavy ion collisions · Jet quenching

1 Introduction

The ability to systematically reconstruct jets above the
large and fluctuating background present in ultra-relati-
vistic heavy ion collisions [?] has opened up a versatile
path [?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?] to study the
properties of Quark Gluon Plasma (QGP). Jets are sen-
sitive, through the wide range of scales involved in their
development, to a variety of properties of the expanding
QGP they traverse. Unlike measurements that involve
hadrons (e.g. single hadron suppression), jet observ-
ables are mostly immune to the uncertainties arising
from the ill-understood physics of hadronization.

The extensive use of jets in both hadron and lepton
collisions is grounded on solid theoretical understand-
ing. Both the jet production and jet evolution giving
rise to the characteristic jet structure are calculable in

??e-mail: guilherme.milhano@tecnico.ulisboa
??e-mail: korinna.zapp@cern.ch

perturbation theory [?] and are encoded in Monte Carlo
event generators [?,?,?]. This is in contrast with the
present situation in heavy ions where, albeit very im-
portant theoretical developments in the last few years
(for a recent review see [?]), the dynamical details of
jet-medium interactions remain partly ununderstood.

Although current Monte Carlo implementations of
jet dynamics in the presence of a medium [?,?,?,?,?,?]
are necessarily incomplete, they can be used meaning-
fully in a variety of studies. Ultimately, the endowment
of jets with full probing potential requires the depen-
dence of a given jet observable on specific medium prop-
erties to be clearly identified. By considering an event
generator — Jewel [?,?] — that has been validated
for a wide set of observables (jet rates and shapes, frag-
mentation functions, di-jet observables, leading hadron
suppression etc.) and the di-jet asymmetry as an exam-
ple for a jet observable, we illustrate a generic strategy
for achieving such identification.

We carry out a detailed analysis of what drives the
enhancement of di-jet energy imbalance in heavy ion
collisions relative to the proton-proton case. In doing
so, we attempt to qualify common assumptions made
in the literature. Di-jet asymmetry carries the histor-
ical weight of having been the first observable to be
measured for fully reconstructed jets in heavy ion col-
lisions [?] and of having triggered nearly immediate in-
sight on the underlying dynamics at play [?,?]. Since
then more di↵erential measurements, e.g. [?], and at-
tempts to observe a di-jet asymmetry at RHIC [?] have
been carried out.

The di-jet asymmetry

AJ =
p?,1 � p?,2

p?,1 + p?,2
, (1)
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jet energy loss dominated by fluctuations

not all same-energy jets are equal 

number of constituents driven by initial mass-to-pt 
ratio :: vacuum physics 

more populated jets have larger number of energy 
loss candidates 

more populated jets lose more energy and their 
structure is more modified
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[analogous results within other approaches] 
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QGP sees inside jets 

and total energy loss is indeed dominated by number of constituents 

need to be careful not to fall for simplistic intuition



‘discovery’ of medium response

propagating particles [what will be a jet] modify the QGP they traverse and 
modification of QGP reconstructed as part of jet 

inclusion of QGP response in MC improves agreement with data 

first evidence for importance of QGP response was seen in MC 

QGP response of full shower remains untractable in [semi-]analytic calculations  
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Figure 10: Ratio of the jet shape in PbPb collisions with
p
s = 2.76 ATeV with 0-10% centrality

(left) and 10-30% centrality (right) to the jet shape in proton-proton collisions. The two colored
bands show the results of our hybrid model calculation with no broadening, with both jets and
background hadronized, and with our background subtraction procedure for high-pT jets applied.
In the calculation shown as the red band we include the effects of backreaction, namely the particles
coming from a wake in the medium. We compare our calculation with and without backreaction to
data from CMS [51].

jet energies with a Gaussian whose width corresponds to the difference between the jet energy
resolution in the presence of our background and the jet energy resolution measured by CMS;
we describe the procedure in Appendix B. Last, we subtract background tracks in the jet cone
following a simple procedure from Ref. [51] in which we subtract the ⌘-reflection of each event
from that event. This procedure does not work for jets near ⌘ = 0; this is why |⌘| < 0.3 is excluded
from both our analysis and the measurement reported in [51].

To gauge the effects of adding our simplified background, performing the background sub-
traction procedure, and hadronization on one hand, and the effects due to the backreaction of the
medium, namely the particles coming from the wake in the plasma, on the other in both panels we
show the jet shape ratio computed at the hadronic level with and without backreaction. As we saw
in Section 4, energy loss serves to narrow the angular size of jets in a given window of energies in
heavy ion collisions relative to that of jets with the same energies in proton-proton collisions. As
a consequence, without backreaction the effect of energy loss is to increase the importance of nar-
row jets in the quenched jet sample, leading to a depletion of the jet shape at large angles r. Note
that the only differences between the simulations without backreaction in Fig. 10 and the K = 0

simulations displayed in Fig. 5 are: adding the simplified but fluctuating background that we are
employing, performing our background subtraction and jet reconstruction, and adding hadroniza-
tion. The partonic distributions whose ratio is plotted in Fig. 5 give rise to narrower distributions
that the hadronic ones that go into Fig. 10, a natural consequence of the non-trivial angular distribu-
tion of the Lund strings connecting the hard partons within the jet which means that hadronization
broadens the jet somewhat. (See for example Ref. [185].)

Despite the hadronic uncertainties, the jet shape ratio shows a clear increase at larger values
of the angular variable r when we include backreaction, confirming the expectation that some of
the particles from the wake in the plasma do end up reconstructed as part of the jet, and confirming
the expectation that they are less tightly focused in angle than the jet itself was. That said, it
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Figure 14. Ration of the differential jet shape (or jet profile) in Pb+Pb and p+p measured by
CMS [8] (black points) and compared with Jewel+Pythia results with (blue line) and without
medium response (green line). The data systematic uncertainties are shown in the yellow band
around unity.

The differential jet shape or jet profile ⇢(r) measures what fraction of the jet p? is
found at what distance from the jet axis. It is defined as

⇢(r) =
1

pjet
?

X

k with
�RkJ2[r,r+�r]

p(k)? , (7.1)

where the sum runs over all particles in the jet. The CMS measurement [8] was performed
using the full jet p?, but ⇢(r) was built only from tracks. Therefore, as is the case of the
fragmentation function, we can do the subtraction for the jet p?, but not for the charged
particles. In this case, however, this is not a problem, since the jet profile built from tracks
and the one built form all particles differ only by a constant factor. Assuming this factor
to be the same in p+p and Pb+Pb, it will cancel exactly in the ratio of the jet profiles.
We can therefore compare Jewel+Pythia results for full jets directly to the CMS data
on the jet profile ratio. A more serious problem is that in experimental analysis only tracks
with ptrk

? > 1GeV are included. Since we can only subtract for the inclusive final state,
this leads to a small mismatch, that becomes visible only at large r and reaches up to 10%
in the highest r bin.

Fig. 14 shows the Jewel+Pythia result compared with CMS data [8] for the modifi-
cation of the differential jet shape ⇢PbPb/⇢pp in Pb+Pb collisions compared to p+p. Includ-
ing medium response and after performing the subtraction using the 4MomSub method, we
are able to reproduce the general trend of the data. Jewel+Pythia with recoiling par-
tons describes the enhancement of the jet shape at large radii mostly due to soft particles
(p? < 3GeV), while without medium response the enhancement is entirely absent.
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CMS [8] (black points) and compared with Jewel+Pythia results with (blue line) and without
medium response (green line). The data systematic uncertainties are shown in the yellow band
around unity.

The differential jet shape or jet profile ⇢(r) measures what fraction of the jet p? is
found at what distance from the jet axis. It is defined as

⇢(r) =
1

pjet
?

X

k with
�RkJ2[r,r+�r]

p(k)? , (7.1)

where the sum runs over all particles in the jet. The CMS measurement [8] was performed
using the full jet p?, but ⇢(r) was built only from tracks. Therefore, as is the case of the
fragmentation function, we can do the subtraction for the jet p?, but not for the charged
particles. In this case, however, this is not a problem, since the jet profile built from tracks
and the one built form all particles differ only by a constant factor. Assuming this factor
to be the same in p+p and Pb+Pb, it will cancel exactly in the ratio of the jet profiles.
We can therefore compare Jewel+Pythia results for full jets directly to the CMS data
on the jet profile ratio. A more serious problem is that in experimental analysis only tracks
with ptrk

? > 1GeV are included. Since we can only subtract for the inclusive final state,
this leads to a small mismatch, that becomes visible only at large r and reaches up to 10%
in the highest r bin.

Fig. 14 shows the Jewel+Pythia result compared with CMS data [8] for the modifi-
cation of the differential jet shape ⇢PbPb/⇢pp in Pb+Pb collisions compared to p+p. Includ-
ing medium response and after performing the subtraction using the 4MomSub method, we
are able to reproduce the general trend of the data. Jewel+Pythia with recoiling par-
tons describes the enhancement of the jet shape at large radii mostly due to soft particles
(p? < 3GeV), while without medium response the enhancement is entirely absent.
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QGP response in jet substructure
Milhano, Wiedemann, Zapp :: 1707.04142 [hep-ph]

distance between main prongs of jet declustered with 
SoftDrop [largest hard splitting angle] 

clear QGP response signal 

HOWEVER: effect also present for unmodified jet [no 
interaction with QGP] embedded in HI event and 
background subtracted 

QGP response signal overlaps with contamination 
from imperfect background subtraction :: effect is 
NOT observable
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these two possibilities has been argued [15, 16] to be the
dominant one, based on the following two observations:
first, to lowest perturbative order in QCD (and without
medium-e↵ects), the zg-distribution p(zg) for � = 0 is
given by the LO QCD splitting functions P (z) [14]

p(zg) =
P (zg) + P (1� zg)

R 1/2
zcut

dz [P (zg) + P (1� zg)]
, (2)

and second, medium-induced gluon radiation is expected
to soften the perturbative splitting functions. Therefore,
if one neglects recoiling partons, the medium-induced en-
hancement of gluon splittees in the parton shower pro-
vides a candidate mechanism for enhancing the frac-
tion of subleading subjets with small groomed momen-
tum fraction zg. However, for this mechanism to be ef-
ficient, medium-induced gluon radiation must be su�-
ciently hard to pass the cut (1). Inspection of generated
events reveals that this condition is rarely satisfied in
Jewel. Indeed, while medium-induced parton splitting
underlies the simulation of jet quenching in Jewel, par-
tonic splittees induced by jet-medium interactions carry
rarely a su�cient energy O (Ejet zg) to make it above
the cut (1), and hadronization reduces this contribution
further. Also, in simulations without recoiling partons,
the likelihood of medium-induced splittees to cluster with
other jet fragments to subjets that pass the cut (1) is
small. Rather the dominant contribution to the small tilt
of (1/NJ)dNJ/dzg in simulations without recoiling par-
tons comes from the fact that all partons in the shower
undergo parton energy loss and that this suppresses in
particular the yield of events with large zg. As jets with
a large zg will show a softer fragmentation, this is con-
sistent with earlier observations that such broader jets
are more susceptible to energy loss and thus more likely
to fail analysis cuts [8, 17, 18]. We have checked this
statement for the present analysis (data not shown).

Once recoiling partons are included in the analysis,
the tilt in the zg-distribution increases significantly and
the shape is in quantitative agreement with experimental
data (see r.h.s. of Fig. 1). In contrast to the case with-
out recoil, the dominant contribution to the tilt comes
now from an enhancement of jets with soft subleading
subjets that pass the grooming cut (1). The reason is
that soft large-angle recoil contributions get clustered
into (sub)jets and can thus promote candidate prongs of
low z to above the Soft Drop condition (1). Our simula-
tions thus suggest that the long-sought medium response
that provides a negligible or di�cult to discriminate con-
tribution in many other jet quenching observables may
dominate the zg distribution. We next ask to what ex-
tent this interpretation can be corroborated by comple-
mentary measurements.

To this end, we study first for the jet sample that
contributes to the zg-distribution the relative separation
�R12 in the �⌘⇥��-plane between the leading and sub-
leading prongs. As described above, jets with broader
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two subjets for jets that pass the Soft Drop condition (1),
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fragmentation patterns are expected to fail analysis cuts
such as (1) more easily. Consistent with this picture, in
the absence of recoil e↵ects (see green curve on the r.h.s.
of Fig. 2) the fraction of jets with large �R12 that pass
the analysis cut is strongly reduced. If medium response
is included in the analysis, the�R12-distribution changes
qualitatively in a very characteristic way. The reason is
that if a subleading candidate prong is further separated
from the leading prong, then there is a larger area in the
�⌘ ⇥��-plane from which soft recoil contributions can
be clustered together with this soft prong. This makes it
more likely to promote soft prongs above the Soft Drop
condition (1) if �R12 is larger. As a consequence, the
�R12-distribution increases with increasing �R12 up to
a separation scale that is set by the jet radius. There-
fore, the �R12-distribution (blue curve) peaks at a value
�R12 somewhat smaller than R. We conclude that the
increase of the �R12-distribution with increasing �R12

would be a characteristic telltale sign for the dominance
of recoil e↵ects in medium-modifications of the groomed
shared momentum fraction zg.
By now, several independent model studies support the

at least partial cancellation of two qualitatively di↵er-
ent e↵ects in many jet quenching observables [6, 18, 19].
On the one hand, parton energy loss e↵ectively peels o↵
soft components from the jet, thereby narrowing the jet
core. On the other hand, medium response can coun-
teract this tendency as recoil e↵ects contribute to jet
broadening. The interplay of both e↵ects has been ob-
served to be at work also in some jet shape observables,
including jet mass and girth [6, 18]. However, the kine-
matical distribution of recoil is generally di↵erent from



not all observed modifications are due to quenching

apparent agreement with data due to MR not 
robust once UE contamination accounted for 
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CMS [8] (black points) and compared with Jewel+Pythia results with (blue line) and without
medium response (green line). The data systematic uncertainties are shown in the yellow band
around unity.

The differential jet shape or jet profile ⇢(r) measures what fraction of the jet p? is
found at what distance from the jet axis. It is defined as

⇢(r) =
1

pjet
?

X

k with
�RkJ2[r,r+�r]

p(k)? , (7.1)

where the sum runs over all particles in the jet. The CMS measurement [8] was performed
using the full jet p?, but ⇢(r) was built only from tracks. Therefore, as is the case of the
fragmentation function, we can do the subtraction for the jet p?, but not for the charged
particles. In this case, however, this is not a problem, since the jet profile built from tracks
and the one built form all particles differ only by a constant factor. Assuming this factor
to be the same in p+p and Pb+Pb, it will cancel exactly in the ratio of the jet profiles.
We can therefore compare Jewel+Pythia results for full jets directly to the CMS data
on the jet profile ratio. A more serious problem is that in experimental analysis only tracks
with ptrk

? > 1GeV are included. Since we can only subtract for the inclusive final state,
this leads to a small mismatch, that becomes visible only at large r and reaches up to 10%
in the highest r bin.

Fig. 14 shows the Jewel+Pythia result compared with CMS data [8] for the modifi-
cation of the differential jet shape ⇢PbPb/⇢pp in Pb+Pb collisions compared to p+p. Includ-
ing medium response and after performing the subtraction using the 4MomSub method, we
are able to reproduce the general trend of the data. Jewel+Pythia with recoiling par-
tons describes the enhancement of the jet shape at large radii mostly due to soft particles
(p? < 3GeV), while without medium response the enhancement is entirely absent.
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Figure 10: PbPb to pp Lund plane ratios. On the top panels, we have the ratios for

jets not including UE e↵ects, while on the bottom ones we have the ratios including these

e↵ects. On the left panel, we have the ratios for the jets as we reconstruct them, while on

the right we consider the jets after a grooming procedure.

this enhancement seems to be present earlier - closer to 0.1fm - than in the non-subtracted

cases.

5 Machine Learning Robustness to UE Contamination

We then discuss the robustness of ML models to UE contamination. This discussion will

be two fold. On one hand, we argue that an unsupervised setting seems to be rather

robust to the subtraction procedure, at least in the cases we consider in this paper. On

the other hand in a supervised setting, the discrimination power should always be reduced

after the procedure, if not because any other reason, because the procedure, in some sense,

smears the jets, such that they end up more similar between the two collision systems.

This discussion will surround the e↵ect of UE contamination on the analysis performed in

Ref. [9]. Given this analysis was performed without MR and for completeness, we include

analogous samples and their UE contaminated counterparts. This allows us to study the

e↵ect of the UE contamination and the e↵ect of MR on these algorithms separately and

together.

In order to test the e↵ect of this procedure on Machine learning algorithms we have

reproduced the analysis of Ref. [9], where they have followed two unsupervised approaches

and a supervised approach to study jet quenching. In the paper the authors have calcu-
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Figure 10: PbPb to pp Lund plane ratios. On the top panels, we have the ratios for

jets not including UE e↵ects, while on the bottom ones we have the ratios including these

e↵ects. On the left panel, we have the ratios for the jets as we reconstruct them, while on

the right we consider the jets after a grooming procedure.

this enhancement seems to be present earlier - closer to 0.1fm - than in the non-subtracted

cases.

5 Machine Learning Robustness to UE Contamination

We then discuss the robustness of ML models to UE contamination. This discussion will

be two fold. On one hand, we argue that an unsupervised setting seems to be rather

robust to the subtraction procedure, at least in the cases we consider in this paper. On

the other hand in a supervised setting, the discrimination power should always be reduced

after the procedure, if not because any other reason, because the procedure, in some sense,

smears the jets, such that they end up more similar between the two collision systems.

This discussion will surround the e↵ect of UE contamination on the analysis performed in

Ref. [9]. Given this analysis was performed without MR and for completeness, we include

analogous samples and their UE contaminated counterparts. This allows us to study the

e↵ect of the UE contamination and the e↵ect of MR on these algorithms separately and

together.

In order to test the e↵ect of this procedure on Machine learning algorithms we have

reproduced the analysis of Ref. [9], where they have followed two unsupervised approaches

and a supervised approach to study jet quenching. In the paper the authors have calcu-
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contamination in both samples for this observable.

– 10 –

CMS (2018)



observation of medium response

119

Yen-Jie Lee (MIT)

Summary and Outlook

Evidence of Medium Response to Hard Probes with Z0-tagged Hadrons in PbPb at 5.02 TeV

Hybrid Model

Jet-Fluid

Co-LBT

23

CMS-PAS-HIN-23-006

• First pT
ch differential measurement of 

Z0-hadron correlation in azimuthal 
angle and rapidity

• We report the first direct evidence of 
medium response in QGP

• High statistics analysis with Run3+4 
data in the near future



medium response is an intrinsic part of jets in HI 

if medium response can be isolated, a wealth of information can be 
extracted  

[it is the response of we want to understand to an excitation we 
control]



PROBING QGP

• all QGP probing so far is only sensitive to its integrated time evolution [flows and 
correlations, jets, …] 

• no time-differential information of a system whose properties are strongly time-dependent

121

time

~1 fm/c  
[~10-24 s]

~ 0.1 fm/c ~ 10 fm/c 



PROBING QGP TIME EVOLUTION
• need probes produced later than at collision time 

• need time delay to be inferable from final state 

• need process that produces time-delayed probes to be accessible [cross-section   luminosity] 
and findable in HI

122

in semi-leptonic top-antitop production the jets from W-decay  
start interacting with QGP only after a series of time delays which is  

strongly correlated with the pt of the top



TIME DELAYS
• at rest                     and 

• the hadronic decays of the W will not interact with QGP until they are resolved [sufficiently 
far apart to be ‘seen’ by QGP] 

• decoherence delay  

• the average delay time [correlated with top pt]

123

jets from hadronically decaying W only see QGP that remains after τtot 

τtop ≃ 0.15 𝖿𝗆/𝖼 τW ≃ 0.09 𝖿𝗆/𝖼

τd = ( 12
̂qθ2qq̄ )

1/3

⟨τtot⟩ = γt,topτtop + γt,WτW + τd

γt,X = (p2
t,X /m2

X + 1)1
2

transverse boost

Casalderrey-Solana, Mehtar-Tani,  Salgado, Tywoniuk  
:: 1210.7765 [hep-ph] PLB725, 357 (2013) 



TIME DELAYS

• τtot correlated with top pt 

• dispersion from considering random exponential distribution for each component 

• weak dependence on 
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⟨τtot⟩ = γt,topτtop + γt,WτW + τd
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more detailed study that includes also full consideration
of all heavy-ion e↵ects at a given specific collider.

Contributions to the average total delay time, h⌧toti
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 b b - W+ W→ tt 

FIG. 6. Total delay time and its standard deviation (mark-
ers and corresponding error bars), as given by Eq. (1), for
q̂ = 4GeV2/fm. The average contribution of each component
is shown as coloured stacked bands (see legend). For compar-
ison, the total delay time for q̂ = 1 GeV2/fm is shown as a
dashed line.

The result of Eq. (1) is shown as a function of the
reconstructed top jet transverse momentum in Fig. 6,
broken into its three components, represented as stacked
bands. The range of pt’s shown is guided by expectations
as to what will be accessible at widely discussed scenarios
of potential future colliders [38, 39]. The dispersion �⌧tot

of the sum of the three components is also represented
in Fig. 6, as vertical black lines. To illustrate the weak
dependence of h⌧toti on the value of q̂, the average total
delay time assuming a q̂ = 1 GeV2/ fm (rather than
q̂ = 4 GeV2/ fm) is shown as a dashed line. The larger
result for ⌧tot would translate to a larger reach in ⌧m
values for a given collider setup.

Control of the jet energy scale

To be able to identify the time-induced di↵erence be-
tween quenching of W jets in tt̄ events from full quench-
ing, it is crucial to have a reliable estimate of the expected
reconstructed W mass were quenching of the W jets to
be una↵ected by coherence delays and the W lifetime.

The procedure that we envisage for this purpose is to
use measurements of the Z-jet and �-jet balance in events
with cleanly identified (leptonic) Z bosons and photons
to determine the expectations for full quenching and to
then apply that determination to embedded tt̄ events.

To estimate the potential precision of such an ap-
proach, we examined how well the average xjZ = ptj/ptZ
ratio could be determined at the HL-LHC. Ref. [34] from
CMS gives a projection for the uncertainties on the xjZ

distribution with LPbPb = 10 nb�1. We took that dis-
tribution and created replica distributions by fluctuating
each bin with a Gaussian uncertainty set by the projec-
tion. We then evaluated the standard deviation of the
hxjZi values across many replicas. The result for the
standard deviation was 1.2%. This guides our choice of
1% for the systematic uncertainty on the impact of stan-
dard quenching for the purpose of producing Fig. 5.
We also note that Ref. [20] from ATLAS, shows a 1%

uncertainty (blue lines, bottom panel of Fig.3) for the
cross-calibration uncertainty between PbPb and pp col-
lisions. One should keep in mind that other jet-energy
scale uncertainties that are common to the pp and PbPb
cases should largely cancel when considering the di↵er-
ence between embedded pp results and PbPb data (and
it is precisely this di↵erence that interests us).

Lighter ions

Following the recent successful XeXe machine-
development run at the LHC, the prospect has been
raised [36] that with ions lighter than Pb it might be
possible to achieve e↵ective nucleon-nucleon luminosities
(i.e. total number of hard collisions) that are up to an
order of magnitude larger than for PbPb, in part be-
cause of the reduction of e↵ects such as bound–free pair
production [37]. Generically, higher luminosities would
bring substantially increased sensitivity to the longer
time structure of the QGP medium.
Aside from luminosity considerations, smaller ion

species have both an advantage and a disadvantage. The
advantage is that the intrinsic time scales associated with
the smaller, cooler QGP might be shorter than for PbPb
and so more accessible with top-quark probes. However a
smaller, cooler QGP is also likely to result in less quench-
ing. It is for the purpose of illustrating the tradeo↵s as-
sociated with lighter species that in Fig. 5 we show a
curve labelled KrKr. It uses a quenching of 10% rather
than 15%, in line with observations in CuCu [35] that are
consistent with quenching that goes as A1/3, where A is
the nuclear mass. The reduced quenching means that the
equivalent of Fig. 3 for KrKr would have the bands more
closely spaced. Accordingly one needs to go to higher
luminosities in order to distinguish any two given time
scenarios. At low luminosities the extra factor is rel-
atively limited, about 1.5, while at higher luminosities
it increases to about 3. Note that at higher luminosi-
ties the systematic and pp statistical uncertainties on the
expected standard quenching results start to dominate,
since we have taken them to be independent of the PbPb
equivalent luminosity.

̂q



PROBING QGP TIME EVOLUTION  
• measure jet quenching as modification of the reconstructed invariant mass 

• in pp closely related to W mass 

• average time delay [thus time spent interacting with QGP] from reconstructed top pt 

• long tails in delay time distribution add sensitivity to times significantly larger than average
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more detailed study that includes also full consideration
of all heavy-ion e↵ects at a given specific collider.
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FIG. 6. Total delay time and its standard deviation (mark-
ers and corresponding error bars), as given by Eq. (1), for
q̂ = 4GeV2/fm. The average contribution of each component
is shown as coloured stacked bands (see legend). For compar-
ison, the total delay time for q̂ = 1 GeV2/fm is shown as a
dashed line.

The result of Eq. (1) is shown as a function of the
reconstructed top jet transverse momentum in Fig. 6,
broken into its three components, represented as stacked
bands. The range of pt’s shown is guided by expectations
as to what will be accessible at widely discussed scenarios
of potential future colliders [38, 39]. The dispersion �⌧tot

of the sum of the three components is also represented
in Fig. 6, as vertical black lines. To illustrate the weak
dependence of h⌧toti on the value of q̂, the average total
delay time assuming a q̂ = 1 GeV2/ fm (rather than
q̂ = 4 GeV2/ fm) is shown as a dashed line. The larger
result for ⌧tot would translate to a larger reach in ⌧m
values for a given collider setup.

Control of the jet energy scale

To be able to identify the time-induced di↵erence be-
tween quenching of W jets in tt̄ events from full quench-
ing, it is crucial to have a reliable estimate of the expected
reconstructed W mass were quenching of the W jets to
be una↵ected by coherence delays and the W lifetime.

The procedure that we envisage for this purpose is to
use measurements of the Z-jet and �-jet balance in events
with cleanly identified (leptonic) Z bosons and photons
to determine the expectations for full quenching and to
then apply that determination to embedded tt̄ events.

To estimate the potential precision of such an ap-
proach, we examined how well the average xjZ = ptj/ptZ
ratio could be determined at the HL-LHC. Ref. [34] from
CMS gives a projection for the uncertainties on the xjZ

distribution with LPbPb = 10 nb�1. We took that dis-
tribution and created replica distributions by fluctuating
each bin with a Gaussian uncertainty set by the projec-
tion. We then evaluated the standard deviation of the
hxjZi values across many replicas. The result for the
standard deviation was 1.2%. This guides our choice of
1% for the systematic uncertainty on the impact of stan-
dard quenching for the purpose of producing Fig. 5.
We also note that Ref. [20] from ATLAS, shows a 1%

uncertainty (blue lines, bottom panel of Fig.3) for the
cross-calibration uncertainty between PbPb and pp col-
lisions. One should keep in mind that other jet-energy
scale uncertainties that are common to the pp and PbPb
cases should largely cancel when considering the di↵er-
ence between embedded pp results and PbPb data (and
it is precisely this di↵erence that interests us).

Lighter ions

Following the recent successful XeXe machine-
development run at the LHC, the prospect has been
raised [36] that with ions lighter than Pb it might be
possible to achieve e↵ective nucleon-nucleon luminosities
(i.e. total number of hard collisions) that are up to an
order of magnitude larger than for PbPb, in part be-
cause of the reduction of e↵ects such as bound–free pair
production [37]. Generically, higher luminosities would
bring substantially increased sensitivity to the longer
time structure of the QGP medium.
Aside from luminosity considerations, smaller ion

species have both an advantage and a disadvantage. The
advantage is that the intrinsic time scales associated with
the smaller, cooler QGP might be shorter than for PbPb
and so more accessible with top-quark probes. However a
smaller, cooler QGP is also likely to result in less quench-
ing. It is for the purpose of illustrating the tradeo↵s as-
sociated with lighter species that in Fig. 5 we show a
curve labelled KrKr. It uses a quenching of 10% rather
than 15%, in line with observations in CuCu [35] that are
consistent with quenching that goes as A1/3, where A is
the nuclear mass. The reduced quenching means that the
equivalent of Fig. 3 for KrKr would have the bands more
closely spaced. Accordingly one needs to go to higher
luminosities in order to distinguish any two given time
scenarios. At low luminosities the extra factor is rel-
atively limited, about 1.5, while at higher luminosities
it increases to about 3. Note that at higher luminosi-
ties the systematic and pp statistical uncertainties on the
expected standard quenching results start to dominate,
since we have taken them to be independent of the PbPb
equivalent luminosity.



W MASS RECONSTRUCTION
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Figure 4: Inclusive tt cross sections measured with two methods in the combined e+e�, µ+µ�,
and e±µ⌥ final states in PbPb collisions at

p
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NN
= 5.02 TeV, and pp results at

p
s = 5.02 TeV

(scaled by A
2) from Ref. [21]. The measurements are compared with theoretical predictions at

NNLO+NNLL accuracy in QCD [37]. The inner (outer) experimental uncertainty bars include
statistical (statistical and systematic, added in quadrature) uncertainties. The inner (outer)
theoretical uncertainty bands correspond to nuclear [31, 36] or free-nucleon [32, 33] PDF (PDF
and scale, added in quadrature) uncertainties.
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The multi-TeV energies available at the CERN LHC have opened up the possibility to measure,
for the first time, various high-mass elementary particles produced in heavy ion collisions.
After the observation of the W [1, 2] and Z [3–5] bosons, there remained two heavier elementary
particles in the standard model without direct observation in nucleus-nucleus collisions: the
Higgs boson [6, 7] and top quark. Whereas the Higgs boson lies beyond the reach of heavy
ion collisions at the LHC [8, 9], the top quark is accessible for experimental study in lead-lead
(PbPb) collisions [10]. More specifically, the top quark constitutes a novel and theoretically
precise probe of the nuclear parton distribution functions (nPDFs) in the poorly explored region
where partons have a large fraction of the nucleon momentum, as well as of the properties of
the produced quark-gluon plasma (QGP) [10, 11]. First, precise knowledge of nPDFs is a key
prerequisite to extract detailed information on the QGP properties from the experimental data.
Second, top quarks, on average, decay on a timescale similar to the formation of the QGP,
hence offering a unique opportunity to study its time evolution [11]. The study presented here
shows evidence for the production of the top quark in PbPb collisions as measured by the CMS
detector [12].

The top quark is produced at hadron colliders predominantly in pairs (tt) through quantum
chromodynamics (QCD) processes, mostly gluon-gluon fusion at the LHC, and is thereby a
sensitive probe of the gluon PDF of the incoming nucleons [13]. Once produced, it decays
very rapidly (within an average distance of ⇠0.15 fm) with almost 100% probability into a W
boson and a bottom (b) quark. Top quark pair production is thereby characterized by final
states comprising the decay products of the two W bosons, and two b jets, resulting from the
hadronization products of b quarks. Experimentally, W bosons decaying hadronically, i.e. to a
quark-antiquark pair, have large branching fractions but are more difficult to identify because
of the large QCD multijet background. The dilepton final states, in which both W bosons
decay into electrons (e) or muons (µ) and the corresponding neutrinos (n), are the cleanest final
states for the tt signal measurement, despite their relatively small branching fraction B(tt !

`+`� n`n ` bb) = 5.25% [14], with `± = e±, µ±. Dedicated algorithms deployed in real time [15]
allow the CMS detector to collect events with high transverse momentum (pT) leptons, hence
making the measurement of tt production in PbPb collisions possible in three dilepton final
states, i.e. e+e�, µ+µ�, and e±µ⌥. Figure 1 displays a candidate tt event in the e±µ⌥ final
state in the PbPb data sample.

Electron

Muon

b-tagged jet

b-tagged jet

Figure 1: Event display of a candidate tt event measured in PbPb collisions where each top
quark decays into a bottom quark and a W boson. The b quarks and W bosons, in turn, produce
jets and leptons, respectively. The event is interpreted as originating from the dilepton decay
chain tt ! (bW+)(bW�) ! (b e+ne)(b µ�nµ).

Since the tt production discovery at the Fermilab Tevatron more than twenty years ago [16, 17],

CMS ::  2006.11110 [hep-ex] 



SENSITIVITY TO QGP SIZE AND DELAY TIME
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• width of bands obtained from dispersion of results in large number of real size pseudo-
experiments 

• distance between bands measures diference in quenching for each QGP size and delay time
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SENSITIVITY TO QGP SIZE [INCLUSIVE]

• at LHC [5.5 TeV, L=10 nb-1] only a QGP of size τm = 1 fm/c can be distinguished from a full 
quenching scenario :: no sensitivity to QGP time evolution beyond 1 fm/c 

• very significant improvements with increases in either or both        and luminosity 
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FIG. 1. Distribution of ⌧tot for events that pass all reconstruc-
tion cuts and have a top-quark candidate (independently of
the reconstructed top-quark and W -boson masses).
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FIG. 2. Di↵erential fiducial proton–proton tt̄ reconstruction
cross section as a function of mreco

W at the LHC and FCC.

former will provide our measure of quenching (and was
once before studied for this purpose [33]). The latter
can be translated to an average ⌧tot and for 200 GeV .
precot,top . 1 TeV the relation reads (see figure 6 in the
supplemental material)

h⌧toti(precot,top) ' (0.37 + 0.0022 precot,top/GeV) fm/c . (3)

The distribution of ⌧tot values is given in Fig. 1 for the
LHC

p
sNN = 5.5 TeV, inclusively over precot,top, and for

a future-circular-collider (FCC) with
p
sNN = 39 TeV,

considering events with precot,top > 400 GeV. Note the long
tails in both cases, which will contribute sensitivity to
times substantially beyond h⌧toti.

Fig. 2 shows the distribution of mreco
W , again for the

LHC and FCC, with a precot,top cut in the latter case. Re-
sults are shown with baseline full quenching for all parti-
cles and without quenching (the latter being equivalent
to pp events embedded in heavy-ion events to account
for the e↵ect of the underlying event). One sees clear
W -mass peaks, superposed on a continuum associated
with events where the W decay jets have not been cor-
rectly identified. The continuum is significantly reduced
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FIG. 3. The average (points) and standard deviation (width
of band) formreco

W across many pseudo-experiments, as a func-
tion of luminosity for an inclusive sample of tt̄ events, as a
function of the integrated PbPb luminosity at the LHC (left)
and the HE-LHC (right).

at high precot,top. The W peaks in the quenched case are
shifted to the left, and the extent of the shift provides an
experimental measure of the quenching. The peaks are
also lower in the quenched case, reflecting the smaller
fractions of events that pass the reconstruction (and, for
FCC, precot,top) cuts.
To estimate the sensitivity of top-quark measurements

to the time-dependence of quenching in the medium, we
consider a toy model in which the quenching is propor-
tional to the time between the moment when theW decay
products decohere, ⌧tot, and a moment when the medium
quenching e↵ect stops being active, ⌧m. This gives a
⌧tot-dependent quenching factor Q(⌧tot) for the W decay
products of

Q(⌧tot) = 1 + (Q0 � 1)
⌧m � ⌧tot

⌧m
⇥(⌧m � ⌧tot) . (4)

Recall that all other hadronic particles undergo quench-
ing with the factor Q0.
For each choice of ⌧m we obtain a mreco

W histogram as
in Fig. 2. We carry out a binned likelihood fit for the his-
togram and the background of incorrectly reconstructed
W ’s using the functional form

N(m) = a exp


� (m�mfit

W )2

2�2

�
+ b+ cm , (5)

which yields good fits. The free parameters a, b, c, � and
mfit

W are constrained to sensible ranges so as to increase
the stability of the fit in low statistics samples.
Fig. 3 shows the results for mfit

W . They are plotted as
bands for di↵erent ⌧m values, as a function of the PbPb
integrated luminosity, LPbPb. The width of each band
represents the standard deviation of mfit

W values that we

cases deemed distinguishable if 
separated by at least 2σ

s



SCENARIOS
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PROBING TIME-DEPENDENCE OF QGP PROPERTIES
• lighter ions bring significant gains wrt to Pb at the LHC, however 

• mild gain from going lighter and lighter  

• inability to distinguish from full quenching dominated by 1% 
[syst]

Apolinário, Milhano, Salam, Salgado :: new result 
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SCENARIOS :: LIGHT IONS
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ACCESSING TIMES 
jet reclustering [infer a splitting history by regrouping jet constituents according to a specific ordering variable] allows us to 
have a space-time picture of parton branching 

for example, can determine the time the first splitting occurred and look at jet properties as function of that time
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<latexit sha1_base64="BhqEA5yaHMlvl68GDWquV2mkYBc=">AAACFnicbZDNLwNBGMZnfVtfxdFloiEOUrtKOYlw4Eiireg2zex4247OfmTmXdFs+n/wz3ASJA6u/hvT2gPlPT3z/p5J3ufxYyk0Os6nNTI6Nj4xOTVtz8zOzS/kFpcqOkoUhzKPZKQufaZBihDKKFDCZayABb6Eqt857vPqLSgtovACuzHUA9YKRVNwhmbVyBXjRnqxedNbPyg6HsIdpvQEKlu853n2AF0ZVPqNGrm8U3AGQ/8KNxN5ks1ZI/fuXUc8CSBELpnWNdeJsZ4yhYJL6NleoiFmvMNaUDMyZAHoejoI16NrzUhRbAMdvH96UxZo3Q184wkYtvUw6y//Y7UEm/v1VIRxghByYzGsmUiKEe13RK+FAo6yawTjSpgrKW8zxTiaJm0T3x0O+1dUtgtuqbB7vpM/PMqKmCIrZJVsEJfskUNySs5ImXDyQJ7IK3mz7q1H69l6+baOWNmfZfJrrI8vUXCdhw==</latexit>

pT,j > 30 GeV/c

pT,Z > 60 GeV/c

<latexit sha1_base64="VUXbY1N5Jw8s1Z/ZWlp7SHcdUDU=">AAAB/XicbVDLTgJBEJzFF+IL9aaXicREY0J2ja8jakjQeMAERAOEzI4NTJh9ZKbXSDZEf0ZPRr35E/6Af+OAHBSsU3VXddJVbiiFRtv+shITk1PTM8nZ1Nz8wuJSennlSgeR4lDmgQzUtcs0SOFDGQVKuA4VMM+VUHE7p329cgdKi8AvYTeEusdavmgKztCsGum1GsI9xmFIt4o3pcLZMd2h5/lK/mK710hn7Kw9AB0nzpBkyBDFRvqzdhvwyAMfuWRaVx07xHrMFAouoZeqRRpCxjusBVVDfeaBrseDDD262QwUxTbQwfzbGzNP667nGo/HsK1Htf7yP60aYfOoHgs/jBB8bixGa0aSYkD7VdBboYCj7BrCuBLmS8rbTDGOprCUie+Mhh0nV7tZ5yC7f7mXyZ0Mi0iSdbJBtohDDkmOFEiRlAknj+SZvJF368F6sl6s1x9rwhrerJI/sD6+Achgk2k=</latexit>

pp (PYTHIA + JEWEL)

<latexit sha1_base64="eKN9XcyHKs4YHfT6bQXeSMIAyzI=">AAAB9XicbZDLTsJAFIZPvSLeKi7dNBITFwRa421JdOOKYCKXCE0znU5hYHrJzFQhDY+iK6PufBFfwLdxwC4U/FffnP+f5JzfjRkV0jS/tKXlldW19dxGfnNre2dX3ys0RZRwTBo4YhFvu0gQRkPSkFQy0o45QYHLSMsdXk/91gPhgkbhnRzHxA5QL6Q+xUiqkaMXrErNGXRLXq3ijZx0ULqfOHrRLJszGYtgZVCETHVH/+x6EU4CEkrMkBAdy4ylnSIuKWZkku8mgsQID1GPdBSGKCDCTme7T4wjP+KG7BNj9v6dTVEgxDhwVSZAsi/mvenwP6+TSP/STmkYJ5KEWEWU5yfMkJExrcDwKCdYsrEChDlVWxq4jzjCUhWVV+db88cuQvOkbJ2Xz25Pi9WrrIgcHMAhHIMFF1CFG6hDAzCM4Bne4F171J60F+31J7qkZX/24Y+0j28+qZEB</latexit> 1/
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FIG. 1: Formation time (⌧form) of the first ⌧ -declustering
step that satisfies zg > zcut (top panel) and boson-
jet momentum asymmetry (xj,Z , bottom panel) dis-
tributions obtained from

p
sNN = 5.02 TeV Z+jet

JEWEL+PYTHIA pp events, normalized to the total
number of jets in the sample. The blue distribution refers
to the 50% of jets that have a smaller formation time,
while the red distribution characterizes the 50% of jets
that have a larger formation time. The median of ⌧form in
this sample yields 0.84 fm/c.

xj,Z distribution for PbPb collisions. Also here, early-
initiated jets experience stronger medium modifications
and thus have lower xj,Z than late-initiated jets. Im-
portantly, there is only a weak correlation between the
formation time of the first ⌧ -declustering step that satis-
fies zg > zcut and the boson-jet momentum asymmetry
in pp collisions. This opens the possibility to have the
notion of a formation time within the medium acting as
a proxy for medium-induced energy loss. In the follow-
ing, we will explore this further, while also presenting a
comparison with a selection based on the radial distance
between the two subjets and the groomed jet mass.

As a final note, when considering in-medium interac-
tions, the reconstructed jet will have a smaller transverse
momentum when compared to pp collisions, resulting in
an overall shift of xj,Z towards smaller values. Simul-
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<latexit sha1_base64="iS0NShqdQ1MihP9y3qelp7pbKcE=">AAACB3icbVDJSgNBFOxxjXEb9eilMQqewoy4XQTRi6cQIRskIfR0XpImPYvdb8QwzAfoz+hJ1Jt3f8C/sbMcNLFO9V7Vg1flRVJodJxva25+YXFpObOSXV1b39i0t7YrOowVhzIPZahqHtMgRQBlFCihFilgvieh6vWvh3r1HpQWYVDCQQRNn3UD0RGcoVm17P2GvlOY6FbSQHjApFBI0/TiJO8cjWdagkrasnNO3hmBzhJ3QnJkgmLL/mq0Qx77ECCXTOu660TYTJhCwSWk2UasIWK8z7pQNzRgPuhmMkqT0oNOqCj2gI7m396E+VoPfM94fIY9Pa0Nl/9p9Rg7581EBFGMEHBjMVonlhRDOiyFtoUCjnJgCONKmC8p7zHFOJrqsia+Ox12llSO8u5p/vj2OHd5NSkiQ3bJHjkkLjkjl+SGFEmZcPJEXsg7+bAerWfr1XobW+esyc0O+QPr8wdyOZmY</latexit>p
sNN = 5.02 TeV

<latexit sha1_base64="HPmPx+9wVonRuW6xxQvqUWryVXc=">AAAB83icbZDNTgIxFIU7+If4N+rSzURi4orMGKMuiW50h4n8JDAhnXKBhk5n0t4SyYQn0ZVRd76JL+DbWHAWCp7V13tOk3tPlAqu0fe/nMLK6tr6RnGztLW9s7vn7h80dGIUgzpLRKJaEdUguIQ6chTQShXQOBLQjEY3M785BqV5Ih9wkkIY04Hkfc4o2lHXdTsIj5jdSSaM5mOYdt2yX/Hn8pYhyKFMctW67menlzATg0QmqNbtwE8xzKhCzgRMSx2jIaVsRAfQtihpDDrM5ptPvZN+ojwcgjd//85mNNZ6Ekc2E1Mc6kVvNvzPaxvsX4UZl6lBkMxGrNc3wsPEmxXg9bgChmJigTLF7ZYeG1JFGdqaSvb8YPHYZWicVYKLyvn9ebl6nRdRJEfkmJySgFySKrklNVInjIzJM3kj745xnpwX5/UnWnDyP4fkj5yPbyHYkbQ=</latexit>

Inclusive
<latexit sha1_base64="VDEYG7FU6637JzXrjKyF7iBbQpM=">AAACB3icbVC9TsMwGHT4LeUvwMgSUZAYUEkQfwNDBQsjSLQgNVHkmK/Uqp1E9hdEFeUB4GVgQsDGzgvwNrglAxRuOt+dpe8uSgXX6Lqf1tj4xOTUdGWmOjs3v7BoLy23dJIpBk2WiERdRVSD4DE0kaOAq1QBlZGAy6h3MvAvb0FpnsQX2E8hkPQm5h3OKBoptNd9pFmY+wh3mHcSJYviyKvvH/pbpSS3WRHaNbfuDuH8JV5JaqTEWWh/+NcJyyTEyATVuu25KQY5VciZgKLqZxpSynr0BtqGxlSCDvJhm8LZMGc42AVn+P6ZzanUui8jk5EUu3rUG4j/ee0MO4dBzuM0Q4iZiRivkwkHE2cwinPNFTAUfUMoU9xc6bAuVZShma5q6nujZf+S1k7d26/vne/WGsflEBWyStbIJvHIAWmQU3JGmoSRB/JEXsmbdW89Ws/Wy3d0zCr/rJBfsN6/AFhlmYs=</latexit>

⌧form < 1.68 fm/c
<latexit sha1_base64="+3YhQ6QrGflVfph1IQ+ZGasM13c=">AAACB3icbVC9TsMwGHT4LeUvwMgSUZAYUEkQfxOqYGEEiRakJooc85VatZPI/oKoojwAvAxMCNjYeQHeBrdkgMJN57uz9N1FqeAaXffTGhufmJyarsxUZ+fmFxbtpeWWTjLFoMkSkairiGoQPIYmchRwlSqgMhJwGfVOBv7lLSjNk/gC+ykEkt7EvMMZRSOF9rqPNAtzH+EO806iZFEcefX9Q3+rlOQ2K0K75tbdIZy/xCtJjZQ4C+0P/zphmYQYmaBatz03xSCnCjkTUFT9TENKWY/eQNvQmErQQT5sUzgb5gwHu+AM3z+zOZVa92VkMpJiV496A/E/r51h5zDIeZxmCDEzEeN1MuFg4gxGca65AoaibwhlipsrHdalijI001VNfW+07F/S2ql7+/W9891a47gcokJWyRrZJB45IA1ySs5IkzDyQJ7IK3mz7q1H69l6+Y6OWeWfFfIL1vsXW4OZjQ==</latexit>

⌧form > 1.68 fm/c
<latexit sha1_base64="BhqEA5yaHMlvl68GDWquV2mkYBc=">AAACFnicbZDNLwNBGMZnfVtfxdFloiEOUrtKOYlw4Eiireg2zex4247OfmTmXdFs+n/wz3ASJA6u/hvT2gPlPT3z/p5J3ufxYyk0Os6nNTI6Nj4xOTVtz8zOzS/kFpcqOkoUhzKPZKQufaZBihDKKFDCZayABb6Eqt857vPqLSgtovACuzHUA9YKRVNwhmbVyBXjRnqxedNbPyg6HsIdpvQEKlu853n2AF0ZVPqNGrm8U3AGQ/8KNxN5ks1ZI/fuXUc8CSBELpnWNdeJsZ4yhYJL6NleoiFmvMNaUDMyZAHoejoI16NrzUhRbAMdvH96UxZo3Q184wkYtvUw6y//Y7UEm/v1VIRxghByYzGsmUiKEe13RK+FAo6yawTjSpgrKW8zxTiaJm0T3x0O+1dUtgtuqbB7vpM/PMqKmCIrZJVsEJfskUNySs5ImXDyQJ7IK3mz7q1H69l6+baOWNmfZfJrrI8vUXCdhw==</latexit>

pT,j > 30 GeV/c

pT,Z > 60 GeV/c

<latexit sha1_base64="vWADuIG9XUBmlmHjQ1OuntwY7jA=">AAACE3icbVC7TsNAEDzzDOEVoKSxiJCSJtiIVxlBQ0ERJPKQksg6XzbJKXe2dbdGRJY/A34GKgRU8AH8DZdHAQlbzc7MSjvjR4JrdJxva2FxaXllNbOWXd/Y3NrO7ezWdBgrBlUWilA1fKpB8ACqyFFAI1JApS+g7g+uRnr9HpTmYXCHwwjakvYC3uWMoqG8nNNCeMDkJuylXuI6aaGFNPaSCdsNlUxH1HiRRywtFr1c3ik547HngTsFeTKdipf7bHVCFksIkAmqddN1ImwnVCFnAtJsK9YQUTagPWgaGFAJup2Mk6X2oXnBxj7Y4/23N6FS66H0jUdS7OtZbUT+pzVj7F60Ex5EMULAjMVo3VjYGNqjguwOV8BQDA2gTHHzpc36VFGGpsasie/Ohp0HteOSe1Y6vT3Jly+nRWTIPjkgBeKSc1Im16RCqoSRJ/JC3smH9Wg9W6/W28S6YE1v9sifsb5+AF+jnwc=</latexit>

Log10(⌧form(fm/c))

<latexit sha1_base64="ydFZFNrdnqQhRXsBAXtZ9nrxmqs=">AAAB/3icbVDLSgNBEJz1GeMr6lEPg0GICGFXfB2jEojiYQVjIkkIs2MnGTL7YKZXDEsO+jN6EvXmP/gD/o2TmIOvOlV3VUNXeZEUGm37wxobn5icmk7NpGfn5hcWM0vLlzqMFYcyD2Woqh7TIEUAZRQooRopYL4noeJ1jwd65QaUFmFwgb0IGj5rB6IlOEOzambW6gi3mLie69Gce3VROjmkW/S0WCmebfabmaydt4egf4kzIlkygtvMvNevQx77ECCXTOuaY0fYSJhCwSX00/VYQ8R4l7WhZmjAfNCNZJiiTzdaoaLYATqcv3sT5mvd8z3j8Rl29G9tsPxPq8XYOmgkIohihIAbi9FasaQY0kEZ9Foo4Ch7hjCuhPmS8g5TjKOpLG3iO7/D/iWX23lnL797vpMtHI2KSJFVsk5yxCH7pEBKxCVlwsk9eSQv5NW6sx6sJ+v5yzpmjW5WyA9Yb5/n25QB</latexit>

PbPb (PYTHIA + JEWEL)

<latexit sha1_base64="0BRln4qFExyYvnzdhTqDK31W0dE=">AAACEXicbVBLS8NAGNz4tr6qHr0Ei1BB0kR8HUUvHqRUsFpoSthsvrZrNw92v4gl5Ffon9GTqDf9A/4bt7UHtc5pdmaW3Rk/EVyhbX8aE5NT0zOzc/OFhcWl5ZXi6tqVilPJoM5iEcuGTxUIHkEdOQpoJBJo6Au49nunA//6FqTicXSJ/QRaIe1EvM0ZRS15RcupVL0bdyeoVgIX4Q6z87iTe5lj52UXaepl32o7lmGeb3vFkm3ZQ5jjxBmREhmh5hU/3CBmaQgRMkGVajp2gq2MSuRMQF5wUwUJZT3agaamEQ1BtbJhr9zc0q+a2AVzeP6ZzWioVD/0dSak2FV/vYH4n9dMsX3UyniUpAgR0xHttVNhYmwO5jEDLoGh6GtCmeT6lybrUkkZ6hELur7zt+w4udq1nANr/2KvdHwyGmKObJBNUiYOOSTH5IzUSJ0w8kCeyCt5M+6NR+PZePmOThijO+vkF4z3L3KInWg=</latexit> 1/
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<latexit sha1_base64="iS0NShqdQ1MihP9y3qelp7pbKcE=">AAACB3icbVDJSgNBFOxxjXEb9eilMQqewoy4XQTRi6cQIRskIfR0XpImPYvdb8QwzAfoz+hJ1Jt3f8C/sbMcNLFO9V7Vg1flRVJodJxva25+YXFpObOSXV1b39i0t7YrOowVhzIPZahqHtMgRQBlFCihFilgvieh6vWvh3r1HpQWYVDCQQRNn3UD0RGcoVm17P2GvlOY6FbSQHjApFBI0/TiJO8cjWdagkrasnNO3hmBzhJ3QnJkgmLL/mq0Qx77ECCXTOu660TYTJhCwSWk2UasIWK8z7pQNzRgPuhmMkqT0oNOqCj2gI7m396E+VoPfM94fIY9Pa0Nl/9p9Rg7581EBFGMEHBjMVonlhRDOiyFtoUCjnJgCONKmC8p7zHFOJrqsia+Ox12llSO8u5p/vj2OHd5NSkiQ3bJHjkkLjkjl+SGFEmZcPJEXsg7+bAerWfr1XobW+esyc0O+QPr8wdyOZmY</latexit>p
sNN = 5.02 TeV

<latexit sha1_base64="qHtIVmg153J+Bm+Vpg9/pJ38Ek4=">AAAB6HicbZDLTgIxFIbP4A3xhrp000hMXBgyY/CyJLpxiYlcIkxIp5yBQueStmMkE95BV0bd+Ty+gG9jwVko+K++nv9vcv7jxYIrbdtfVm5peWV1Lb9e2Njc2t4p7u41VJRIhnUWiUi2PKpQ8BDrmmuBrVgiDTyBTW90PfWbDygVj8I7PY7RDWg/5D5nVJtR87GbDk/uJ91iyS7bM5FFcDIoQaZat/jZ6UUsCTDUTFCl2o4dazelUnMmcFLoJApjyka0j22DIQ1Quels3Qk58iNJ9ADJ7P07m9JAqXHgmUxA9UDNe9Phf1470f6lm/IwTjSGzESM5yeC6IhMW5Mel8i0GBugTHKzJWEDKinT5jYFU9+ZL7sIjdOyc14+u62UqlfZIfJwAIdwDA5cQBVuoAZ1YDCCZ3iDd2toPVkv1utPNGdlf/bhj6yPbyqPjR4=</latexit>xj,Z

<latexit sha1_base64="HPmPx+9wVonRuW6xxQvqUWryVXc=">AAAB83icbZDNTgIxFIU7+If4N+rSzURi4orMGKMuiW50h4n8JDAhnXKBhk5n0t4SyYQn0ZVRd76JL+DbWHAWCp7V13tOk3tPlAqu0fe/nMLK6tr6RnGztLW9s7vn7h80dGIUgzpLRKJaEdUguIQ6chTQShXQOBLQjEY3M785BqV5Ih9wkkIY04Hkfc4o2lHXdTsIj5jdSSaM5mOYdt2yX/Hn8pYhyKFMctW67menlzATg0QmqNbtwE8xzKhCzgRMSx2jIaVsRAfQtihpDDrM5ptPvZN+ojwcgjd//85mNNZ6Ekc2E1Mc6kVvNvzPaxvsX4UZl6lBkMxGrNc3wsPEmxXg9bgChmJigTLF7ZYeG1JFGdqaSvb8YPHYZWicVYKLyvn9ebl6nRdRJEfkmJySgFySKrklNVInjIzJM3kj745xnpwX5/UnWnDyP4fkj5yPbyHYkbQ=</latexit>

Inclusive
<latexit sha1_base64="VDEYG7FU6637JzXrjKyF7iBbQpM=">AAACB3icbVC9TsMwGHT4LeUvwMgSUZAYUEkQfwNDBQsjSLQgNVHkmK/Uqp1E9hdEFeUB4GVgQsDGzgvwNrglAxRuOt+dpe8uSgXX6Lqf1tj4xOTUdGWmOjs3v7BoLy23dJIpBk2WiERdRVSD4DE0kaOAq1QBlZGAy6h3MvAvb0FpnsQX2E8hkPQm5h3OKBoptNd9pFmY+wh3mHcSJYviyKvvH/pbpSS3WRHaNbfuDuH8JV5JaqTEWWh/+NcJyyTEyATVuu25KQY5VciZgKLqZxpSynr0BtqGxlSCDvJhm8LZMGc42AVn+P6ZzanUui8jk5EUu3rUG4j/ee0MO4dBzuM0Q4iZiRivkwkHE2cwinPNFTAUfUMoU9xc6bAuVZShma5q6nujZf+S1k7d26/vne/WGsflEBWyStbIJvHIAWmQU3JGmoSRB/JEXsmbdW89Ws/Wy3d0zCr/rJBfsN6/AFhlmYs=</latexit>

⌧form < 1.68 fm/c
<latexit sha1_base64="+3YhQ6QrGflVfph1IQ+ZGasM13c=">AAACB3icbVC9TsMwGHT4LeUvwMgSUZAYUEkQfxOqYGEEiRakJooc85VatZPI/oKoojwAvAxMCNjYeQHeBrdkgMJN57uz9N1FqeAaXffTGhufmJyarsxUZ+fmFxbtpeWWTjLFoMkSkairiGoQPIYmchRwlSqgMhJwGfVOBv7lLSjNk/gC+ykEkt7EvMMZRSOF9rqPNAtzH+EO806iZFEcefX9Q3+rlOQ2K0K75tbdIZy/xCtJjZQ4C+0P/zphmYQYmaBatz03xSCnCjkTUFT9TENKWY/eQNvQmErQQT5sUzgb5gwHu+AM3z+zOZVa92VkMpJiV496A/E/r51h5zDIeZxmCDEzEeN1MuFg4gxGca65AoaibwhlipsrHdalijI001VNfW+07F/S2ql7+/W9891a47gcokJWyRrZJB45IA1ySs5IkzDyQJ7IK3mz7q1H69l6+Y6OWeWfFfIL1vsXW4OZjQ==</latexit>

⌧form > 1.68 fm/c

<latexit sha1_base64="BhqEA5yaHMlvl68GDWquV2mkYBc=">AAACFnicbZDNLwNBGMZnfVtfxdFloiEOUrtKOYlw4Eiireg2zex4247OfmTmXdFs+n/wz3ASJA6u/hvT2gPlPT3z/p5J3ufxYyk0Os6nNTI6Nj4xOTVtz8zOzS/kFpcqOkoUhzKPZKQufaZBihDKKFDCZayABb6Eqt857vPqLSgtovACuzHUA9YKRVNwhmbVyBXjRnqxedNbPyg6HsIdpvQEKlu853n2AF0ZVPqNGrm8U3AGQ/8KNxN5ks1ZI/fuXUc8CSBELpnWNdeJsZ4yhYJL6NleoiFmvMNaUDMyZAHoejoI16NrzUhRbAMdvH96UxZo3Q184wkYtvUw6y//Y7UEm/v1VIRxghByYzGsmUiKEe13RK+FAo6yawTjSpgrKW8zxTiaJm0T3x0O+1dUtgtuqbB7vpM/PMqKmCIrZJVsEJfskUNySs5ImXDyQJ7IK3mz7q1H69l6+baOWNmfZfJrrI8vUXCdhw==</latexit>

pT,j > 30 GeV/c

pT,Z > 60 GeV/c

<latexit sha1_base64="ydFZFNrdnqQhRXsBAXtZ9nrxmqs=">AAAB/3icbVDLSgNBEJz1GeMr6lEPg0GICGFXfB2jEojiYQVjIkkIs2MnGTL7YKZXDEsO+jN6EvXmP/gD/o2TmIOvOlV3VUNXeZEUGm37wxobn5icmk7NpGfn5hcWM0vLlzqMFYcyD2Woqh7TIEUAZRQooRopYL4noeJ1jwd65QaUFmFwgb0IGj5rB6IlOEOzambW6gi3mLie69Gce3VROjmkW/S0WCmebfabmaydt4egf4kzIlkygtvMvNevQx77ECCXTOuaY0fYSJhCwSX00/VYQ8R4l7WhZmjAfNCNZJiiTzdaoaLYATqcv3sT5mvd8z3j8Rl29G9tsPxPq8XYOmgkIohihIAbi9FasaQY0kEZ9Foo4Ch7hjCuhPmS8g5TjKOpLG3iO7/D/iWX23lnL797vpMtHI2KSJFVsk5yxCH7pEBKxCVlwsk9eSQv5NW6sx6sJ+v5yzpmjW5WyA9Yb5/n25QB</latexit>

PbPb (PYTHIA + JEWEL)

<latexit sha1_base64="eKN9XcyHKs4YHfT6bQXeSMIAyzI=">AAAB9XicbZDLTsJAFIZPvSLeKi7dNBITFwRa421JdOOKYCKXCE0znU5hYHrJzFQhDY+iK6PufBFfwLdxwC4U/FffnP+f5JzfjRkV0jS/tKXlldW19dxGfnNre2dX3ys0RZRwTBo4YhFvu0gQRkPSkFQy0o45QYHLSMsdXk/91gPhgkbhnRzHxA5QL6Q+xUiqkaMXrErNGXRLXq3ijZx0ULqfOHrRLJszGYtgZVCETHVH/+x6EU4CEkrMkBAdy4ylnSIuKWZkku8mgsQID1GPdBSGKCDCTme7T4wjP+KG7BNj9v6dTVEgxDhwVSZAsi/mvenwP6+TSP/STmkYJ5KEWEWU5yfMkJExrcDwKCdYsrEChDlVWxq4jzjCUhWVV+db88cuQvOkbJ2Xz25Pi9WrrIgcHMAhHIMFF1CFG6hDAzCM4Bne4F171J60F+31J7qkZX/24Y+0j28+qZEB</latexit> 1/
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FIG. 2: Formation time (⌧form) of the first ⌧ -declustering
step that satisfies zg > zcut (top panel) and boson-
jet momentum asymmetry (xj,Z , bottom panel) dis-
tributions obtained from

p
sNN = 5.02 TeV Z+jet

JEWEL+PYTHIA PbPb events, normalized to the to-
tal number of jets in the sample. The blue distribution
refers to the 50% of jets that have a smaller formation
time, while the red distribution characterizes the 50% of
jets that have a larger formation time. The median of
⌧form in this sample yields 1.68 fm/c.

taneously, the ⌧form distribution migrates towards larger
values as clearly shown by the median of the distributions
(⌧median

form = 0.84 fm/c for pp and ⌧median
form = 1.68 fm/c for

PbPb). This survival bias e↵ect was previously observed
in [23, 35]. Jets with a smaller angle between the two
subjets obtained via ⌧ -declustering with a zcut, which
typically have a larger ⌧form (see section III), have an
increased probability of surviving the transverse momen-
tum threshold in heavy-ion collisions. Conversely, wider
jets, with typically shorter ⌧form, tend to have a softer
fragmentation pattern with more constituents and there-
fore lose more energy. They are thus reconstructed with
a smaller pT with respect to pp collisions 3. This e↵ect

3 The same e↵ect is expected from colour coherence arguments

the earlier a jet starts splitting [the more it splits], the more energy it loses 



jets can be used to probe QGP in a time differential way


