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WR Application Taxonomy

Fixed Latency Data Transfer

Mitigation of the jitter of the network
latency

RF transfer

Capture, transmission and reconstruction
of RF signals

Trigger Distribution

Trigger -> Timestamp -> WR UDP frame ->
Reproduction with a fixed delay

Time-based Control

General Machine Timing Systems

Precise Timestamping
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WR Application Taxonomy

Maintenance of existing Applications

Fixed Latency Data Transfer

Mitigation of the jitter of the network
latency

RF transfer

Capture, transmission and reconstruction
of RF signals

Trigger Distribution

Trigger -> Timestamp -> WR UDP frame ->
Reproduction with a fixed delay

Time-based Control

General Machine Timing Systems

Precise Timestamping

KM3NET, LHAASO, ..

Time & Freqg Transfer

National Time Labs
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SNAPSHOT OF CURRENT USE

WR Node

Fixed Latency Data Transfer | |
10 switches, 25 nodes -P"—:t“:m—»
Fixed latency distribution of multiple B values " : =

RFOWR o DDS
3 switches, 15 nodes o oy .
LJ switches and LPDC ports input output

Accuracy< 10ps, Precision <2ps

Trigger Distribution

1 switch, few nodes — 2024: 30 switches, 100 nodes
Generic framework for distributing triggers



https://ohwr.org/project/white-rabbit/wikis/uploads/9c1359d96a5513c3ac4df513059d621e/20211008-WR_apps_at_CERN-11WR_workshop.pdf
https://ohwr.org/project/white-rabbit/wikis/uploads/9c1359d96a5513c3ac4df513059d621e/20211008-WR_apps_at_CERN-11WR_workshop.pdf
https://ohwr.org/project/white-rabbit/wikis/uploads/3f006ea31593d3ca6854cbe1d7eae9d7/wr_workshop_oct2021.pdf

NETWORK ARCHITECTURE

Time reference
GFPS

Backbone: . Switch Config | Diagnostics il Mode Config
Senvices: Server Server Server




Switch

Mostly low-jitter

Nodes

Generic Carriers
PCle, PXle, uTCA, VME

App-specific Mezzanines

HARDWA
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WR Application Taxonomy

New Application: Accelerator Timing System

Fixed Latency Data Transfer

Mitigation of the jitter of the network
latency

RF transfer

Capture, transmission and reconstruction
of RF signals

Trigger Distribution

Trigger -> Timestamp -> WR UDP frame ->
Reproduction with a fixed delay

Time-based Control

General Machine Timing Systems

Precise Timestamping

KM3NET, LHAASO, ..

Time & Freqg Transfer

National Time Labs
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LHC CUR

q

“NT TIMING SYST

1. General Machine Timing _ GMT [UTC]

Event-based timing system

Distribution of events and triggers in real time

RS-485, Thousands of receivers

2. Beam Synchronous Timing _ BST [RF]

Frev and Bunch clk distribution

Re-distribution of GMT events

=MS (1)

Custom optical link, PLL_based receivers, Hundreds of receivers

17



LHC CURRENT TIMING SYSTEMS (I1)
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D TIMING SYSTEM
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FUTUR

UNIF]

WR

=  Synchronisation
= Data

GMT Data Master broadcasting

=  FEvents with Absolute Due Time
n Parameters

RF Data Master broadcasting

= Frequency Tuning Words

Nodes: WREN
= Two timescales: TAI, RF
= Matching conditions in event parameters
= Configurable generation of waveforms

Traffic generation if needed

Digitgl ............

D TIMING SYSTEM

2

GMT
Master
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WREN: WR

WREN Tx

TAl Event

\

Condition Evaluation
Event Generation

Host CPU

-vent Node

WREN Rx

FTW

RF clk
Fvent reconstruction

TAl 1 RF

Condition Evaluation
Waveform Generation

Host CPU
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Prototyping Phase

WREN

x2000 WREN
ZU+ based, hosted systems

Standard WR circuitry

RF recovery in FPGA
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https://www.ohwr.org/project/white-rabbit/uploads/bbbfb06d1681259790c4e1d11ee7c381/RFoWR.pdf

rototyping

WREN
« x2000 WREN

« ZU+ based, hosted systems
« Standard WR circuitry
 RF recovery in FPGA
» Different form factors, modular front panels
« PXle, VME, PCle
« Dedicated team that adapts to the CERN needs

Phase
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Prototyping Phase

WREN Network
e x2000 WREN

x200 WRSv3
< 10km links, standard SFP

« ZU+ based, hosted systems

« Standard WR circuitry Follow existing architecture rules

 RF recovery in FPGA Ongoing tests of synch performance after
» Different form factors, modular front panels 6 layers of WRS-LJ;
« PXle, VME, PCle link down/up, reboots, constant

« Dedicated team that adapts to the CERN needs
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WR Starter-kit?
PCle WREN

Open source KiCad design

WR synchronization

Input signal timestamping

Output signal: time-triggered pulse/ waveform
« Modular front panel

WR message generation

Free resources for application-specific logic

CERN-agnostic

25



Timeline & Next Steps

PoC with SPEC

2022
Specs, PXle WREN prototype
2023
VME-WREN & PCle-WREN prototype solution
2024
Test in operation; make it a product
2025

In physics run operation
2027
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CONCLUSIONS

Some critical WR installations and many more to come
Reliable operation with Btrain, SPS LLRF, WRTD

Clear installations strategy

WRT: New Generic Timing System

WREN: Generic WR Event Node
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Events

WR
Network

UDP/Raw Eth

RF Frame tx/rx
Edge Interpol
Edge Gen

Frev Bunch_clk

NCO

Register Block

PoC

Host cnfig

ARM/ uRV

Event processor
Condition evaluation
Host communication

1SOH 01 P1PJd

Trigger TS

Waveform Generators

Cnt Cnfig

Cnt#

Valid

PoC with generic hw
Carriers, Mezzanines

Dedicated hw
PCle, PXle, VME
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NETWORK ARCHITECTURE

Layout DB:
location/connection of
WR Switches & Nodes

WR Switch(es)

WR Nodes

PTP,LLDP

| L —

Dot-config
IP over Leap-seconds Diagnostics
DHCP over TFTP over SNMP
RADIUS

(802.1X)

LAN DB: Boot server: o COSMOS

Tracing & Kibana:
logs storing/displaying
from WR Switches

|
1
!
1 WR Switch
[

WR Switches location

network config ,network config , config (JSON) i Diagnostics info
D ——— (= P att——
.—.,

IP assignment : - - generating and providing | i[5 | -] monitoring of
for WR Switches dot-config of WR Switch WR Switches/Nodes

: CCDE: : Grafana & others: I
1 configuration of " ss to monitoring of !
| WR Switches & Nodes | WR Switches/Nodes :
I | I | |
: : ' WR Switches & !

1
! | !

[

|
[
WR Switch : : Nodes

WR Switch full

)
[
WR Switches and WR Nodes monitoring configuration

WR Nodes network configuration (for DHCP server)

WR Nodes monitoring configuration

IP over Config & diags
Bogotp  over SNMP

WR Nemo:
config and monitoring
of WR Nodes

!

I
WR Nodes
diagnostics info 1

Interactions
between
System in
the CERN
infrastructure
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https://www.ohwr.org/project/white-rabbit/uploads/bbbfb06d1681259790c4e1d11ee7c381/RFoWR.pdf

NETWORK ARCHITECTURE

N
PPS/10MHz

Carriers Grandmaster

Analog To Digital

Time To Digital

Digital 10

Fine Delay
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The c RTM 14/15 PN measurements

LO (front panel) @ 223.5 MHz CLKA (front panel) @ 500MHz

—— LO (223.5 MHz), 50fs rms jitter (100 Hz - 10 MHz) —— CLKA (500 MHz), 32fs rms jitter (100 Hz - 10 MHz)

-130dBc/Hz@ 1 kHz

PN [dBc/Hz]

I,
<
o
@
A=
=
o

YT Y w10 10! 102 109 10!

Offset [Hz] Ofiset [Hz]
DDS LO/REF PN of -130.5 dBc/Hz at 1 KHz (223.5 MHz), jitter 51 fs (100 Hz - 10 MHz)
CLKA PN of -126 dBc/Hz at 1 KHz (500 MHz), jitter 32 fs (100 Hz - 10 MHz)

Measured for front panel outputs of the eRTM14/15
At these PN levels, even mechanical vibrations caused by cooling fans matter!




