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MADGRAPH CPU

MadGraph5 aMC@NLO is a framework that aims at providing all the elements necessary
for SM and BSM phenomenology, such as the computations of cross sections, the
generation of hard events and their matching with event generators. Processes can be
simulated to LO accuracy for any user-defined Lagrangian, and the NLO accuracy in the
case of QCD (Quantum Chromo Dynamics) corrections to SM processes. Matrix elements
at the tree- and one-loop-level can also be obtained.

MADGRAPH GPU

The acceleration of MADGRAPH on GPU focuses on three key components. pseudo-random
number generation, phase space sampling, and matrix element calculation. These tasks,
originally executed on the CPU, have been ported to the GPU, leveraging its massive parallel
processing capabilities. This enables the simultaneous handling of thousands of events,
drastically reducing execution times and Iimproving efficiency in large-scale event
simulations.
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MADGRAPH FPGA
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FPGA application development is more complex, typically using low-level languages like
Verilog or VHDL. However, the Vitis environment allows using C/C++/OpenCL C to design
functions, called kernels, which are automatically transformed into RTL using High-Level
Synthesis (HLS). Once the RTL is generated, Vitis handles the synthesis, mapping, and creation
of the bitstream, packaged in an xclbin file, to program the FPGA.
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This graph compares the processing times for running the MADGRAPH process
ete—-»>u+u- on three different platforms: CPU, GPU, and FPGA. These results highlight
the efficiency of FPGA for accelerating this process, outperforming both CPU and
GPU, particularly for large-scale computations.
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