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Several natural computational challenges in NN

  random matrix  composed by    -dim random rows A ∈ RP×N P N xμ
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•Inversion (learning): given   and the labels ,  find any set of 
weights  such that , assuming such  exists.

•Teacher-student:  given  and the labels  for 
uniformly sampled , find any  such that 

A ∈ RP×N y ∈ {−1,1}P

W ∈ {−1,1}N yA(W) = y W

A ∈ RP×N ŷ = yA(W) ∈ {−1,1}P

W ∈ {−1,1}N W′ ∈ {−1,1}N yA(W′ ) = ŷ
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• Collision finding: given , find any two  such that    
      (unexplored so far).

A ∈ RP×N W ≠ W′ ∈ {−1,1}N

yA(W) = yA(W′ )



Plank of the talk

• Local entropy in non convex Neural Networks

•The Overlap Gap Property (OGP) and limiting performance of stable algorithms

• Random functions and post-quantum cryptography

• Collision Robust Hash function from random NN and their OGP transition



Training large deep neural network is in principle a non-convex hard 
computational problem.

Evidence about learning huge data sets with largely overparametrized networks:

1. Algorithmically easy for  relatively simple algorithms (e.g. gradient 
based algorithms)

2. Lead to solutions which have good generalisation properties

3. “Benign” overfitting even in presence of noise!



{(xµ, yµ)}µ=1,...,M
<latexit sha1_base64="TueI1GQy7R5saGVSpoQ/YcaFssE=">AAACbnicbVFdaxNBFJ3daq2p2qQFHyzSwVBIIV12Y9H2QSj6IgShgmkKmTTMTibJkJnZZeauGJZ97B/0zd/giz/B2c0q1fbAwLnnzv2YM3EqhYUw/OH5Gw8ebj7aetzYfvL02U6ztXtpk8wwPmCJTMxVTC2XQvMBCJD8KjWcqljyYbz8UOaHX7mxItFfYJXysaJzLWaCUXDSpHlzSBYU8OqaqOwdJorCwqicmrkSuugMr/uYWDFX1NG8fxwVf8IgCEi3DrBL9m7xCBM2TQB/K5selWiQvFNF3WrQESkmeTkw6ro+3U/FpNkOg7ACvkuimrRRjYtJ8zuZJixTXAOT1NpRFKYwdnuDYJIXDZJZnlK2pHM+clRTxe04r+wq8KFTpniWGHc04Eq9XZFTZe1Kxe5m6Yf9P1eK9+VGGcxOx7nQaQZcs/WgWSYxJLj0Hk+F4QzkyhHKjHC7YraghjJwP9SoTDgr8ebvk++Sy14QvQ5OPp+0z9/XdmyhffQKdVCE3qJz9BFdoAFi6KfX8l54+94v/7n/0j9YX/W9umYP/QO/8xtEGbbx</latexit>

Training set:

Multilayer Neural Network

xµ !
<latexit sha1_base64="Csuamp5FYq6dUpM3Dut5UDbVhhw=">AAACeXicbVFLb9NAEF6bAsW8Aj3Sw0IUlKLUstuKwgGpgkulCqlIpKmUTaP1ZpOsug9rd4yILP8Hfhs3/kgvvXTtGlQon7TSN/PNY2cmy6VwkCS/gvDO2t1799cfRA8fPX7ytPPs+YkzhWV8yIw09jSjjkuh+RAESH6aW05VJvkoO/9U66Nv3Dph9FdY5Xyi6EKLuWAUvGva+dEjSwp4dUZU8QETRWFpVUntQgld9UdnR5g4sVDU0/JoO61+m3Eck0FrYC/u3OApJmxmAH+vi27ViHqk7DfmoOm0RappWXdMB77Q4HMVNSImYKadbhInDfBtkraki1ocTzs/ycywQnENTFLnxmmSw8SPAIJJXkWkcDyn7Jwu+NhTTRV3k7LZXIV73jPDc2P904Ab782MkirnVirzkfVq3L9a7fyfNi5g/m5SCp0XwDW7bjQvJAaD6zPgmbCcgVx5QpkV/q+YLamlDPyxomYJ72u8/TPybXKyE6e78d6Xve7Bx3Yd6+gFeoX6KEX76AAdomM0RAxdBJtBL3gdXIYvw3745jo0DNqcDfQXwt0rVPC7AQ==</latexit>

ŷµ $ yµ
<latexit sha1_base64="7LEtdZh0aTEKIMIjV6drNi7+TNg=">AAACm3icbVFdb9MwFHXC1whfBV6QEJJFVamTSpSMiY+HTRN7YGIgDYmuk+quclwntWbHkX3DVkX5U/wU3vg3OGmAwTiSpXPP8fX1vTcppLAQRT88/9r1GzdvbdwO7ty9d/9B7+GjY6tLw/iYaanNSUItlyLnYxAg+UlhOFWJ5JPkbL/xJ1+5sULnX2BV8JmiWS5SwSg4ad77NiBLCnh1SlS5g4misDSqoiZTIq+Hk9NDTKzIFHW0OnwR17/CMAzJqAuwM7cu8RgTttCAL5pHNxsEA1IN23DUVtok9bxqKsYj99DoUx0MWhcT0MGfD2EieQpGZEugxujztTrv9aMwaoGvkrgjfdThaN77ThaalYrnwCS1dhpHBcxckyCY5HVASssLys5oxqeO5lRxO6va2dZ44JQFTrVxJwfcqpczKqqsXanE3WyGZ//1GvF/3rSE9M2sEnlRAs/ZulBaSgwaN4vCC2E4A7lyhDIj3F8xW1JDGbh1Bu0Q3jZ49bvlq+R4K4xfhtuft/t777pxbKCn6Dkaohi9RnvoAB2hMWLeE2/Xe+8d+M/8ff+D/3F91fe6nMfoL/jjn0nNxvk=</latexit>

�̂µ
<latexit sha1_base64="oHfaouMJfa53h0n6c7rvlWdk1QM=">AAACrHicbVFdb9MwFHXC1wgf6+CRF4uqUiuVqBkTjAekCXhAmhBDWteiOqsc10mt2XFk3wBVlF/HP+CNf4OTBlQYR7J07jnXvh9OCiksTCY/Pf/GzVu37+zdDe7df/Bwv3fw6MLq0jA+ZVpqM0+o5VLkfAoCJJ8XhlOVSD5Lrt42/uwLN1bo/Bw2BY8VzXKRCkbBScve9wFZU8CbS6LK15goCmujKmoyJfJ6OLs8xcSKTFFHq9NnUf07DMOQjLsAO/Nwh0eYsJUG/K15dNQgGJBq2IbjttKI1MuqqRiN3UPjD3UwaF1MQAc7HWEieQpGZGugxuivWzVoE8g7LoE28bLXn4STFvg6iTrSRx3Olr0fZKVZqXgOTFJrF9GkgNhNDYJJXgektLyg7IpmfOFoThW3cdUuu8YDp6xwqo07OeBW3b1RUWXtRiUus9mm/ddrxP95ixLS47gSeVECz9m2UFpKDBo3P4dXwnAGcuMIZUa4XjFbU0MZuP8N2iW8avDiz8jXycVhGD0Pjz4d9U/edOvYQ0/QUzREEXqJTtB7dIamiHkj76M39z77oX/uL/x4m+p73Z3H6C/46S+9Hc1t</latexit>

argmax

Introduction: arti)cial neural networks for
machine learning

�µ $ (WK · �K(xµ)) yµ
<latexit sha1_base64="CZR/5F1qWaLCnHpb/mZyi+5aXgo=">AAAC5XicbVJLj9MwEHbCawmPLXDkYlFV6kolapbVAgekFXBAqpAWiW5XqruR4zqptXaStSdAFeXOhQMIceU/ceO/cMB5AIVlJEvffDOe+TzjKJfCwHj83XEvXLx0+crWVe/a9Rs3t3u3bh+ZrNCMT1kmM30cUcOlSPkUBEh+nGtOVST5LDp9Vsdnb7g2IktfwzrnC0WTVMSCUbBU2PsxICsKeH1CVPEEE0VhpVVJdaJEWg1nJxNMjEgUtbCc3A+qX67v+2TUOdgGdzdwgAlbZoDf1UV3avMGpBw27qjptEOqsKw7BiNbaPSy8gZNFBPIvA1FmEgegxbJCqjW2duW7TLIcy6BNsQfaFsLO5kz3GpvdLTKwsmwE4St8qZQ2OuP/XFj+DwIOtBHnR2GvW9kmbFC8RSYpMbMg3EOCzsuEEzyyiOF4TllpzThcwtTqrhZlM2WKjywzBLHmbYnBdywmzdKqoxZq8hm1msw/8Zq8n+xeQHxo0Up0rwAnrK2UVxIDBmuV46XQnMGcm0BZVpYrZitqKYM7MfwmiE8rm3/95PPg6NdP3jg773a6x887caxhe6ie2iIAvQQHaAX6BBNEXMi573z0fnkJu4H97P7pU11ne7OHfSXuV9/Agc84rs=</latexit>

Introduction: arti)cial neural networks for
machine learning { <latexit sha1_base64="px9YPanz5zjmfmRs0MuGxBXXrxQ=">AAAB8HicbVDLSsNAFJ3UV62vqks3g0VwVRItPnZFNy5cVLAPbEKZTG/aoZNJmJkIJfQvXLhRcevfuPRvnKRBfB24cDjnXu69x485U9q2P6zSwuLS8kp5tbK2vrG5Vd3e6agokRTaNOKR7PlEAWcC2pppDr1YAgl9Dl1/cpn53XuQikXiVk9j8EIyEixglGgj3bnXRI4gddPZoFqz63YO/Jc4BamhAq1B9d0dRjQJQWjKiVJ9x461lxKpGeUwq7iJgpjQCRlB31BBQlBeml88wwdGGeIgkqaExrn6fSIloVLT0DedIdFj9dvLxP+8fqKDMy9lIk40CDpfFCQc6whn7+Mhk0A1nxpCqGTmVkzHRBKqTUh5BucZTr4+/ks6R3XnuN64adSaF0UaZbSH9tEhctApaqIr1EJtRJFAD+gJPVvSerRerNd5a8kqZnbRD1hvn1ItkRw=</latexit>

pre-activations at layer K

Given an input vector of size , the network  computes an output  by alternating layers of linear 
transformations with non-linear activation functions. 

N



LMSE =
X

µ

(�̂µ ��µ)2

<latexit sha1_base64="8at3YzG5pdpD5RKASVm5LmfMedM=">AAADeXicbVJbb9MwFHZTLiPcOniEB0NVlKI2arqJy8OkiYuEVIaGoOukuo1c122t2UmwHaCK8hv4b7zxR3jhBTvN1nXbkSJ9/s7tOydnknCmdKfzp+JUr12/cXPrlnv7zt1792vbD45UnEpC+yTmsTyeYEU5i2hfM83pcSIpFhNOB5OTt9Y/+E6lYnH0VS8TOhJ4HrEZI1gbKtyu/GqgBdZwOUYi3YNIYL2QIsNyLliUe4NxDyIyjTVEis0FDnuGynrtIN+kC8rzfR+1VvypowtNQnczOLBcUHI/beOmNbeBMq94tgo1TZSHmVUVtEzh1kHuNgovRDp2z6mGiNOZlmy+0FjK+MeKLSPQO8o1LokzbHozs79v8KoBS0UQtU4rZYhgDj8aOZ/e53tIpSK0Rbygjaa2pLcWU+aYadZJB182si7ogu01bo67Ya3e8TuFwcsgKEEdlHYY1n6jaUxSQSNNOFZqGHQSPTJ/UDPCae6iVNEEkxM8p0MDIyyoGmXF5eSwYZgpnMXSfJGGBXs+I8NCqaWYmEh7Geqiz5JX+Yapnr0aZSxKUk0jsmo0SznUMbRnCKdMUqL50gBMJDNaIVlgiYk2x+oWS3ht7cXZyJfBUdcPdvzdz7v1/TflOrbAI/AUeCAAL8E++AAOQR+Qyl/nsdNwnjn/qk+qXvX5KtSplDkPwYZVd/4Dnb4S9w==</latexit>

LCE = �
X

µ

(�̂µ
yµ � log

X

k

exp ��̂µ
k)

<latexit sha1_base64="zaXFXmC5A4Moe6muRIAltQyoWIs=">AAAD13icdVNdb9MwFE0TPkb4WAePvFhUlVKpjZoy8fEwaWIgIZWhIdZ1qO4i13VTq3YSbAdWoogHEOKVv8YbP4L/gJNm69qNK0U6Pveee4+tm1HMqFTt9p+KaV27fuPmxi379p279zarW/ePZJQITHo4YpE4HiFJGA1JT1HFyHEsCOIjRvqj2V6e738iQtIoPFTzmAw5CkI6oRgpTflblb91OEUKzE8gT3YA5EhNBU+RCDgNM6d/0gUQjyMFoKQBR35XU2m35WWrdEE5ruvC5oI/S3SAFnRWi72c80ruNB/cyMOuw9Qpjs3CTQNmfpq78pq6cXM/s+tFFkAV2RdcA8jIRAkaTBUSIvq8YMsK+JIwhUriHOvZVL/fR3DVBUtHADbPOqUQIwbeaDtvX2U7UCbcz5s4XguO85bO0kypyW+zVO2/X5GtGQOtJW6cdOylbk/LWv/V+WkxKmtBFgWgKJsBSE5jAAPEOQLr9bOG7VdrbbddBLgMvBLUjDIO/OpvOI5wwkmoMENSDrx2rIZ6PxTFjGQ2TCSJEZ6hgAw0DBEncpgWe5mBumbGYBIJ/YUKFOxFRYq4lHM+0pX53sn1XE5elRskavJsmNIwThQJ8WLQJGFARSBfcjCmgmDF5hogLKj2CvAUCYSV/hUWj/A8jyfnV74Mjjqu99jdfrdd231RPseG8dB4ZDiGZzw1do3XxoHRM7B5aH4xv5nfrQ/WV+uH9XNRalZKzQNjJaxf/wAimDYQ</latexit>

Energy function and surrogate energy functions

- Energy = “0-1 loss”: number of errors on the training set (not differentiable)

Mean Square error

Cross-entropy: softmax

LNE =
X

µ

(1� �(ŷµ, yµ))
<latexit sha1_base64="EVroPaEmlVfHoyibAINqQDdJ/mc=">AAADQHicbZJNb9MwGMed8DbCyzo4crGoKqVSFzVlgnGYNPEiIRXQkGg7qe4ix3Vba3aS2Q5QRfloXPgI3Dhz4QBCXDlhp2GsbI8U6cnvefv7seOMM6W73S+Oe+nylavXNq57N27eur3Z2LozVGkuCR2QlKfyMMaKcpbQgWaa08NMUixiTkfx8VMbH72jUrE0eauXGZ0IPE/YjBGsDYq2nGELLbCGyyMk8j2IBNYLKQos54IlpT866kNEpqmGSLG5wFHfoKK/HZbruEJ+EASos+J/Az1oCnrryaFlYc0+2MFta14LFX7126nUtFEZFVZV2DGNO69Kr1VFIdKpd0Y1RJzOtGTzhcZSpu9XtM5AzyjXuAanvpnNzP5O4EUHrBVB1Kk7FYhgDl8aNa+fl3tI5SKyPfxwG01tR/+flrqk3Y4azW7QrQyed8LaaYLaDqLGZzRNSS5oognHSo3DbqYn5iI0I5yWHsoVzTA5xnM6Nm6CBVWTonoAJWwZMoWzVJov0bCiZysKLJRaithk2gtW/8csvCg2zvVsd1KwJMs1Tchq0CznUKfQviY4ZZISzZfGwUQyoxWSBZaYaPPmvGoJj609PD3yeWfYC8IHwc6bneb+k3odG+AeuA98EIJHYB+8AAdgAIjz0fnqfHd+uJ/cb+5P99cq1XXqmrtgzdzffwArFQQF</latexit>

- Surrogate differentiable energies

�µ $ (WK · �K(xµ)) yµ
<latexit sha1_base64="CZR/5F1qWaLCnHpb/mZyi+5aXgo=">AAAC5XicbVJLj9MwEHbCawmPLXDkYlFV6kolapbVAgekFXBAqpAWiW5XqruR4zqptXaStSdAFeXOhQMIceU/ceO/cMB5AIVlJEvffDOe+TzjKJfCwHj83XEvXLx0+crWVe/a9Rs3t3u3bh+ZrNCMT1kmM30cUcOlSPkUBEh+nGtOVST5LDp9Vsdnb7g2IktfwzrnC0WTVMSCUbBU2PsxICsKeH1CVPEEE0VhpVVJdaJEWg1nJxNMjEgUtbCc3A+qX67v+2TUOdgGdzdwgAlbZoDf1UV3avMGpBw27qjptEOqsKw7BiNbaPSy8gZNFBPIvA1FmEgegxbJCqjW2duW7TLIcy6BNsQfaFsLO5kz3GpvdLTKwsmwE4St8qZQ2OuP/XFj+DwIOtBHnR2GvW9kmbFC8RSYpMbMg3EOCzsuEEzyyiOF4TllpzThcwtTqrhZlM2WKjywzBLHmbYnBdywmzdKqoxZq8hm1msw/8Zq8n+xeQHxo0Up0rwAnrK2UVxIDBmuV46XQnMGcm0BZVpYrZitqKYM7MfwmiE8rm3/95PPg6NdP3jg773a6x887caxhe6ie2iIAvQQHaAX6BBNEXMi573z0fnkJu4H97P7pU11ne7OHfSXuV9/Agc84rs=</latexit>



Simplest non convex neural device : 1-hidden layer, i.i.d. random associations

↵ =
# patterns

# weights
<latexit sha1_base64="qbFA79Xv6dN1qC50+uHJ3FXB2j0=">AAAJfnicrVZbb9s2FFZvi611a9o+9oVo4MFGHEdyHDtFIaDoUKBAhywDGqdIaAu0RNtEqUslqkkq8Gf0h/Vx/2UPO6TkSxIn7bAQNnB8rh+/c47kUcxZKizr7zt3791/8NNapWr+/PCXXx+tP37ST6Ms8eihF/Eo+TAiKeUspIeCCU4/xAklwYjTo9HH35X96DNNUhaF78V5TAcBmYRszDwiQOU+Xvtaw3kdnzE3x5RzxOQQBxlq4pRNAqLkBpbmSh8HxwGylzyRVmh/5tjNVqvVxIJxn6J9yACRpfKdWcvBfeZCeDwlaF9VKb0Rpp8y9hnhcUK8fF/m78B4Oq9u1g6uoCnANBywzPHMdEUaW+ZtVWNlIMIv1QdhQc9EfsrEVOrfsWNvtyFoOcP3S1wyfy85p2NRB/KSyHc1jWJKBakvE5tmgatBY0EyLenWOAhzFsB9RhAAtghhFo7FuUR0mG8V2hx7hKM/pJvvv5H1owbUTthkKhpmrQ+RGhNMhgR9ygL6SYViTsIJp5A9mqA+BOif4H3Gyn5LRYSrK0BO5CA0p+BY3lDcrB07gFEgH/CryJuAmrWZl1PSM+sc8hfjMGNO0+NTrqkDvhha+AzbaGs2XQ01fnpz8oT6ED4nz1IlF/dwL7hZUt/rku4qaqegNIMti5JAjcM1LVrAGPGMLuNYeKwAUzoXLhcgXbBcCyxgIQvYF3gm6FkuyL0G4g/1FFAWgcXS2tvvYbJuyKm6f4vdvGGAHLPm3Hq9K4ta7G/ZhJNkMhrkVmt3z+q1d5pWy+p2ezsdJeijt6xca7lqr+tHL9EP50KwkDpTY77T163uf87ZXEYq50MSzjalmI1ZOdQfhrdWbAsmLpRLd4Hnp+dHQgu3VAO2739nOB6Gjr0ZFlwfb/5ZD4fthlm+0Mp3QrF0eAPFRAiahKmUC90pVV0DlXnpuOsbqvyu3d1DVsvu7XZ7L0Dodtq7HRvZJbINozwH7vo37EdeFtBQeJyk6YltxWKQk0Qwj1Np4iylMfE+kgk9ATEkAU0Hub6/RDXQ+AgeV/CFZdHa5YicBGl6HozAMyBiml62KeUq20kmxnuDnIVxJmjoFYXGGUcwQerPCPJZQj3Bz0EgXsIAK/KmBGgDplLNwQt1uvMbXxX67Za90+r81dl49bpko2I8M54bdcM2esYr461xYBwa3to/leeVzUqzalR/q25VtwvXu3fKmKfGhVPd+xePdBzS</latexit>

control parameter:

<latexit sha1_base64="w581HsszZER1UultGxyAOqMU61U=">AAACa3icbVFdixMxFM2MX2vV3a77oKgPwVLoQhlmFlkFKSz64pNUsNuFpjtk0rQNm2SG5EZawrz4E33zH/jifzDTnQfd9ZKQk3PPzU1OikoKC2n6M4rv3L13/8Hew86jx0/2D7qHT89t6QzjE1bK0lwU1HIpNJ+AAMkvKsOpKiSfFlcfm/z0GzdWlPorbCs+V3SlxVIwCoHKu9/7BKjLCZfykig3IsA34K1Y6XpArFO5F6OsvvQEhFxw/LnG09w36qGo8SYXTdHxaNssHeIHpKAGb5rdEO/IY1Jj8r4dvumQDZMkGY5HhMpqTcOJebeXJuku8G2QtaCH2hjn3R9kUTKnuAYmqbWzLK1g7qkBwSSvO8RZXlF2RVd8FqCmitu533lV435gFnhZmjA14B37d4WnytqtKoJSUVjbm7mG/F9u5mD5bu6Frhxwza4bLZ3EUOLGeLwQhjOQ2wAoMyLcFbM1NZRB+J5OMCG7+eTb4PwkyU6Tky9vemcfWjv20Ev0Gg1Qht6iM/QJjdEEMfQr2o+eRc+j3/FR/CJ+dS2No7bmCP0Tcf8Plga4OA==</latexit>

{(x̄µ, yµ)} µ = 1, ..., P = ↵N

<latexit sha1_base64="x/yrm8fQRWNEPTzsKpbEL/mf300=">AAAClHicbVFda9swFJW9r877SjfYy17EQiCB4NlhrIXOkK0M9lQyWJpClBpZVhJRyRaSPGKEf9H+zd72byYnftjaXSR07rnn6kr3ZpIzbaLot+ffu//g4aOjx8GTp8+ev+gdv7zUZaUInZOSl+oqw5pyVtC5YYbTK6koFhmni+zmvI0vflClWVl8N7WkK4E3BVszgo2j0t7PATK4ShHl/BqJKkGG7ozVbFM0Q6QrkVqWxM21RYbxnMKLBi5S26rHrIG7lLVJo6Ruj2CA7BBlWMFd647hnh2hBqKzbtm2RDwOw3A8SxDmcovdlUF9KC0FjDvhkIUszMPOgzKJ301Gaa8fhdHe4F0Qd6APOpulvV8oL0klaGEIx1ov40ialcXKMMJpE6BKU4nJDd7QpYMFFlSv7L6pDRw4JofrUrldGLhn/86wWGhdi8wpBTZbfTvWkv+LLSuzPl1ZVsjK0IIcCq0rDk0J2wnBnClKDK8dwEQx91ZItlhhYtwcA9eE+PaX74LLSRh/CCff3venn7t2HIE34C0YghicgCn4CmZgDoh37J14U++T/9r/6J/7Xw5S3+tyXoF/zL/4A4xnwms=</latexit>

yµ = ±1 (i.i.d. p = 1/2)
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y = sign(
KX

`=1

⌧`)

training set:

Non convex also for K=1

Results generalise to networks with continuous weights



In the large N, P limit (with 𝛼 ≡ P/N fixed):

•  the space of solution splits into separated states of vanishing entropy  (Gardner, Derrida, (1988); Krauth, Mézard (1989));
•  ∀𝛼 > 0 typical solutions are isolated (Huang, Kabashima (2014)); 

•  Rigorous Proofs: Abbe, Li, Sly (2021), Perkins, Xu (2021), Nakajima, Sun (2022). 

Statistical physics of binary neural networks (~1990)

- 1-rsb freezing at finite T (REM like)

- Correlations are present (non REM like)

- Critical capacity given by the RS zero entropy condition

- Local search algorithm fail to find solutions for any extensive number of patterns. 
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FIG. 3: Learning of αn pseudo-random patterns curves for
the binary perceptron for different values of γ0 (n = 104 + 1,
20 samples). The running time scales with γ0 roughly as
1/(1−γ0). Inset: evolution of Qtand Et vs. time t for various
kinds of two-layer network topologies, i.e. n = 37, α = 0.5 and
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¯

. Note that the number of errors E goes
to 0 in all cases.

giving a simple closed expression in the quantities {mt
i}.

The resulting equation is not asymptotically equivalent
to BP anymore (although the approximation itself has an
error of O

(

n−1/2
)

it participates in a sum of n terms),
but nonetheless gives comparable (just slightly worse) al-
gorithmic performances. Of particular interest are the
corresponding equations for γ0 = 0 (full reinforcement)
which take a simple additive form if written in terms of
the local fields ht

i:

ht+1
i =

∑

t′≤t

∑

b

ξb
i√
n

ut
b ∼ hτ+1

i = hτ
i +

ξb
i√
n

uτ
bτ

(6)

where us
b = f

(

∑

k ̸=i
ξb

k√
n

tanhhs
k, 1

n

∑

k ̸=i tanh2 hs
k

)

and

t scales as αnτ . By choosing at time τ one pattern ξbτ

from the set Ξ, Eq. 6 implements a sequential learning
protocol, still leading to an extensive memory capacity
(around αmax ≃ .5 for the binary perceptron).

The simplicity of Eq. 6 represents a proof-of-concept
of how highly non-trivial learning can take place by
message-passing between simple devices disposed over
the network itself. This fact could shed some light on
the biological treatment of information in neural systems.
Work is in progress along this line [23].
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FIG. 2: BP entropy vs. α for single problem instances of size
n = 3465 for K = 1, 3, 5, 7. The analytic result for K = 1
and K ≫ 1 for n → ∞ are also plotted for comparison. The
upper inset shows Qt vs. t of the analytical DE prediction
(dashed line) vs. simulations over a system of size 105 + 1 at
α = 0.6 without reinforcement (data in perfect agreement to
the prediction) and with reinforcement (γ0 = 0). The bottom
inset shows the fraction of errors E/n vs t for both cases.
In the latter case we can see that Qt

→ 0 as the solution is
reached.

of pattern a. The fixed point of these equations provide
the information we are seeking for. Solving the equa-
tions by iteration proved itself to be an efficient tech-
nique, fully distributed, which is known as a message-
passing method (the components of the vectors u and h
can be thought as messages running along edges of the
factor graph, see Fig. 1). From the fixed point we may
compute the list of all probability marginals P (wi = ±1)
together with global quantities of interest such as the en-
tropy (normalized logarithm of the size of the set W ). As
expected from the statistical mechanics results [11], the
entropy is monotonically decreasing with α and vanishes
at αc ∼ 0.833 for n large enough. Similar results can be
derived for multilayer networks as shown in Fig. 2. The
BP equations can be adapted in a straightforward way
to networks of arbitrary topology, even if the notation is
slightly more encumbered. In general this network will be
formed by connecting several perceptron sub-units. The
corresponding factor graph can be recovered trivially as
in Fig. 1, by just replicating every perceptron for each
pattern, and adding a set of auxiliary units to represent
the output of every perceptron sub-unit of the network.
It will suffice then to derive a set of slightly more general
BP equations for the perceptron which we omit for the
sake of brevity. We have studied analytically the dynam-
ical behaviour of the BP algorithm in the large n limit by
the so called density evolution (DE) technique (see e.g.
[20] for details on DE). In the upper inset of Figure 2
we can see the comparison of numerical simulations of
large single instances with the analytical prediction of
the quantity Q = 1− 1

αn2

∑

i

∑

a m2
i→a at every iteration

step. In the spirit of [16], a way of using the informa-

tion provided by BP is to “decimate” the problem. This
approach is indeed feasible and leads to optimal assign-
ments. However here we focus on a much more efficient
and fully distributed version [21] of the algorithm. The
idea is to introduce an extra term into Eqs. 1-3 enforc-
ing hi = ±∞ at a fixed point, and use wi = sign (hi) as
a solution. This term is introduced stochastically (with
probability 0 at the first iteration and probability 1 at
t = ∞) to improve convergence. We will replace Eq. 3
with Eqs. 4,5:

ht+1
i =

1√
n

∑

b

ξb
i u

t
b→i +

{

0 w.p. γt

ht
i w.p. 1 − γt

(4)

ht+1
i→a = ht+1

i −
1√
n

ξa
i ut

a→i (5)

We will use γt = γt
0 for 0 ≤ γ0 ≤ 1 (though other choices

are also possible). Choosing γ0 = 1 clearly gives back
the original BP set of equations, Eqs. 1-3. We note that
a similar inertia term γht

i (constant γ) was introduced
in [22], which would correspond to average the one in
Eq. 4. Note also that the extra term for γt = 0 corre-
sponds to adding an external field equal to the local field
computed in the last step. Remembering that “fixing” a
variable as in the standard decimation procedure is equiv-
alent to adding an external field of infinite intensity, one
can think of this procedure as a sort of smooth decimation
in which all variables (not only the most polarized ones)
get an external field, but the intensity is proportional
to their polarization. Numerical experiments of learning
randomly generated patterns have been carried out on
systems of various sizes (up to n = 106), with different
choices of K and with different topologies (overlapping
and tree–like). Some are reported in Fig. 3. An easy
to use version of the code is made available at [23]. It is
not hard to think how the same algorithm could be made
effective also in presence of faulty contacts and hetero-
geneous discrete synaptic values. (which need not to be
identified a priori as the message-passing procedure, dis-
tributed over the same graph, could incorporate defects
by modifying accordingly the messages). Even for the
limit case of continuous synapses the process converge to
optimal solutions in a wide range of α.

Experiments have been performed using an improved
version of Eqs. 1-3: Using further linearizations like
in [20] one can obtain a new set of equations that are
equivalent to Eqs. 1-3 up to an error of O

(

n−1/2
)

, hav-
ing two main implementation advantages: memory re-
quirements of just O (n) (in addition to the set of pat-
terns which amounts to αn2 bits), and needing just O (n)
(slow) hyperbolic function computations in addition to
O

(

n2
)

elementary (fast) floating point operations. BP
equations can also be simplified by approximating mk→b

by mk in Eqs. 1-3 (without correction terms), giving a
simple closed expression in the quantities {mt

i}. The re-
sulting equation is not asymptotically equivalent to BP

s

𝛼 = P/N

freezing

E0

𝛼c=0.83

Results from statistical physics

Equilibrium results (binary perceptron)

In the large N, P limit (with a ⌘ P/N fixed):
the space of solution splits into separated clusters of vanishing entropy
(Krauth, Mézard (1989));
8a > 0 solutions are isolated (Huang, Kabashima (2014));
Rigorous Proofs: Abbe, Li, Sly (2021), Perkins, Xu (2021).

↵↵c

dmin = O(N) SAT PHASE UNSAT PHASE

This contradicts empirical evidence!
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•  Phase transitions 
•  Probabilities in large dimensions 
•  Dynamics 
•  New algorithms for convex perceptrons 
•  …

Learning in the  K=1 binary perceptron 
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V. CONCLUSION

We give an analytic expression of the Franz-Parisi potential for the binary perceptron problem. This potential
describes the entropy landscape of solutions in the vicinity of a reference equilibrium solution, and its shape is
independent of the choice of the reference point. Solving the saddle-point equations, we find that the concavity of the
curve changes at some distance, leading to a minimal distance below which there doesnot exist solutions satisfying
the distance constraint. Furthermore, this minimal distance increases with the constraint density, implying that the
problem is extremely hard because the solution space is composed of isolated solutions (point-like clusters) with the
property that to go from one solution to another solution, one should flip an extensive number (proportional to N)
of synaptic weights.
Our analysis establishes a refined picture of the organization structure of the solution space for the binary perceptron

problem, which is helpful for understanding the glassy behavior of local search heuristics [9, 13, 14], which may have
some connections with recent studies of constrained glasses [28], and furthermore, is expected to shed light on design
of efficient algorithms for large-scale neuromorphic devices. The analytic analysis presented in this paper also offers
a basis for possible rigorous mathematical (probabilistic) analysis of the entropy landscape [29], and has potentially
applications for studying the solution space structure of other hard problems in information processing, e.g., spike
time-based neural classifiers [30–32].

Acknowledgments
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Appendix A: Derivation of constrained free energy

In the current context, for a reference equilibrium configuration J at temperature T ′, one is interested in the free
energy of a perturbed system (with the constraint that the configuration w at temperature T should satisfy a prefixed
overlap with J), leading to the constrained free energy [20]:

F (T, T ′, x) =

〈
1

Z(T ′)

∑

J

e−β′E(J) ln
∑

w

e−βE(w)+xJ·w

〉

ξ

, (A1)

where Z(T ′) =
∑

J
e−β′E(J) and x is the coupling field to control the overlap (or distance) between two configurations,

i.e., p ≡ J ·w/N . We are interested in the ground state, then we set both inverse temperatures equal and make them
tend to infinity. Substituting the definition of energy cost of the problem, and using e−βΘ(−u) = Θ(u) in the zero
temperature limit, we have

F (x) =

〈
1

Z(T ′)

∑

J

Θ

(
1√
N

N∑

i=1

Jiξ
µ
i

)

ln
∑

w

Θ

(
1√
N

N∑

i=1

wiξ
µ
i

)

exJ·w
〉

ξ

. (A2)

To evaluate the typical value of F (x), we resort to the replica method [4], by using two mathematical identi-
ties: lnZ = limm→0

∂Zm

∂m and Z−1 = limn→0 Zn−1. Introducing n unconstrained replicas Ja(a = 1, . . . , n) and m
constrained replicas wγ(γ = 1, . . . ,m), we rewrite F (x) as:

F (x) = lim
n→0
m→0

∂

∂m

〈
∑

{Ja,wγ}

∏

µ

[
∏

a,γ

Θ(uµ
a)Θ(vµγ )

]

ex
∑

γ,i J
1

i w
γ
i

〉

ξ

, (A3)

where uµ
a ≡

∑
i J

a
i ξ

µ
i /

√
N and vµγ ≡

∑
iw

γ
i ξ

µ
i /

√
N . To proceed, we define the following overlap matrixes: Qab ≡

Ja · Jb/N , Paγ ≡ Ja · wγ/N and Rγη ≡ wγ · wη/N , which characterize the following disorder averages ⟨uµ
au

µ
b ⟩ =

Qab,
〈
uµ
av

µ
γ

〉
= Paγ and

〈
vµγ v

µ
η

〉
= Rγη. By inserting delta functions for these definitions and using their integral

Geometry of the space of solutions:

H. Huang, Y. Kabashima (2014)

Franz-Parisi potential: entropy at distance d,  sampling from  typical solution J
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FIG. 1: (Color online) Entropy landscape of solutions in the binary perceptron problem. Iterations of the saddle-point equations
are always converged to produce the data points. The error bars give statistical errors and are smaller than or equal to the
symbol size. (a) Franz-Parisi potential as a function of the normalized Hamming distance. The behavior of the coupling field
with the distance is shown in the inset for α = 0.7, for which an observed maximum implies the change of the concavity of
the entropy curve (this also holds for other finite values of α). (b) Minimal distance versus the constraint density. Within
the minimal distance, there are no solutions satisfying the distance constraint from the reference equilibrium solution. (c)
Schematic illustration of the weight space based on results of (a) and (b). The points indicate the equilibrium solutions of
weights. αs ≃ 0.833 is the storage capacity after which the solution space is typically empty. dmin is the actual Hamming
distance without normalization.

becomes very small for the less constrained case (small constraint density). This explains why a simple local search
algorithm can find a solution when either N or α is small [8–10, 13–15]. As α increases, the minimal distance grows
rapidly, as a consequence, any algorithms working by local move (each time a few weights are flipped) should find
increasing difficulty to identify a solution (especially at a very large N), which holds even for reinforced message
passing algorithms [11]. In other words, an extensive energy or entropic barrier should be overcome. The energy
landscape is always valleys dominated (valleys are metastable states with positive energy cost). These metastable
states are much more numerous than the frozen ground states [26]. Local algorithms will get trapped by these
metastable states with high probability.
We thus conclude that, at variance with random K-SAT or Q-coloring problems [2], the solution space of the

binary perceptron problem is simple in the sense that it is made of isolated solutions instead of well separated
clusters of exponentially many close-by solutions. This picture is consistent with evidences reported in previous
studies [17, 18, 27]. Moreover, non-convergence of the iteration of the saddle-point equations was not observed, which
may be related to the simple structure of the solution space. In fact, below the storage capacity, the replica symmetric
solution is stable without any need to introduce replica symmetry breaking scenario for this problem [3, 19]. Our
quenched computation of the Franz-Parisi potential reveals that, synaptic weights to realize the random classification
task are organized into point-like clusters (zero internal entropy) far apart from each other (see Fig. 1 (c)), with the
result that in the thermodynamic limit, an exponential computation time is required to reach a finite fixed α [9, 16].

dmin(↵) ⇠ O(N)

↵c =
Pmax

N
' 0.83

dmin(↵) ⇠ O(N)
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Perceptron Learning Problem, N = 801, ↵ = 0.3. A typical trajectory of standard Monte

Carlo(red curve) and Entropy-drive Monte Carlo(black curve). EdMC is run at 0 temperature

with � = 0.6, MC is started at y0 = 1 and run with a cooling rate of fy = 1.001, to ensure

convergence to a solution.

We performed extensive simulations and studied the scaling properties of EdMC in con-

trast to simulated annealing. Figure 2 is a log-log plot of the number of iterations nE=0 to

reach a solution obtained for increasing N at ↵ = 0.3. A least squares fit(nE=0 / N2.84) con-

firms the evident power law behaviour. Note that even with an extremely low cooling rate fy
convergence to a zero energy vector w̃ is not guaranteed: simulated annealing often gets stuck

in local minima, even at low loading(↵ ⇠ 0.3), especially in high dimensionality(N ? 103).

The power scaling of simulated annealing has to be confronted with the almost linear be-

haviour of zero temperature EdMC, which is reported in Figure 3. The situation is similar

at ↵ = 0.6: here standard Monte Carlo is uncapable of reaching a zero energy configu-

ration, and gets sistematically trapped in low energy states(our MC is terminated after

ntrap = 100.000⇥N rejected spin flips). In Figure 4 we show the scaling of MC and EdMC

iterations at ↵ = 0.6, also comparing the number of EdMC necessary to reach the aver-

age minimal energy of standard Monte Carlo. Note the clear sub-linear behaviour of the

latter(light blue curve) and the striking difference in orders of magnitudes.

N

Golf course for any 𝛂 ? Efficient learning impossible ?

However other algorithms find solution efficiently!

Sampling from the Gibbs distribution is 
not a good algorithm (as expected)



• Typical global minima are isolated (mutual distance of O(N))

• Glassy landscape: exponentially many local minima

• Learning should be hopeless

The learning problem is predicted to be typically computationally difficult

This contradicts empirical evidence!
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which are found by the simplified algorithms are typically
not isolated; rather, they belong (with high probability at
large N) to large connected clusters of solutions. More
precisely: 1) from a given solution W̃ , a random walk
process over neighboring configurations in the space of
solutions can reach distances of order N from the start-
ing point; 2) the number of solutions at a distance of
order N from W̃ grows exponentially with N (this can
be estimated from the analysis of the recurrence relations
on the average growth factor of the number of solutions
at varying distances, and using the random walk pro-
cesses for sampling the local properties relevant to those
relations) .

Furthermore, we used BP (without reinforcement)
with an additional Franz-Parisi potential [15] to estimate
the entropy of the solutions at varying distance from a
reference solution W̃ obtained from a heuristic solver,
and found that the results do not match the predictions
of the equilibrium analysis [10], see Fig. 1.

We also extended the equilibrium analysis [10] to the
teacher-student scenario, and found that: 1) the qual-
itative picture is the same as for the classification sce-
nario, i.e. typical solutions are isolated for all values of
↵ - even when adding a non-zero stability constraint; 2)
the teacher device is also isolated, and it is in fact indis-
tinguishable from all other typical solutions except for
the generalization error; 3) the results of estimates ob-
tained from BP are consistent with the analytical calcu-
lation when using the teacher as a reference point, but
not when using a solution provided by a heuristic solver
(see inset in Fig. 1). Finally, the generalization error for
solutions found algorithmically is lower than what would
be expected for a typical solution (see Fig. 3).

Large deviation analysis.—These empirical results sug-
gest that the heuristic algorithms do not operate in the
regime described by calculations performed at thermody-
namic equilibrium, but rather in a large-deviation regime,
to which the usual statistical tools are effectively blind
[16].

We found theoretical evidence that this is indeed the
case by studying the following free energy function:

F (d, y) = � 1

Ny
log

0

B@
X

{W̃}
X⇠

⇣
W̃

⌘
N
⇣
W̃ , d

⌘y
1

CA (1)

where N
⇣
W̃ , d

⌘
=
P

{W} X⇠ (W ) �
⇣
W · W̃ ,N (1� 2d)

⌘

counts the number of solutions W at normalized Ham-
ming distance d from a reference solution W̃ (� is the
Kronecker delta symbol), and y has the role of an in-
verse temperature. This free energy describes a system
in which each configuration W̃ is constrained to be a solu-
tion, and has an energy E

⇣
W̃

⌘
= � logN

⇣
W̃ , d

⌘
which

favors configurations surrounded by an exponential num-
ber of other solutions.

In the limit y ! 1, provided the ground state is
unique, we obtain the entropy of the surrounding solu-
tions:

S (d) = �F (d,1) =
1

N
logN

⇣
W̃

?
, d

⌘
(2)

where W̃
? is the optimal reference solution, i.e. the one

which is surrounded by most other solutions at the given
distance d. Therefore, if an exponentially large cluster of
solutions exists, we expect that S (d) > 0 in a neighbor-
hood of d = 0 (as opposed to the case of typical W̃ ).

We computed eq. (1) by the replica method in the so
called replica-symmetric (RS) Ansatz, and derived an ex-
pression for the y ! 1 case. The analysis of the scaling
of the order parameters with y confirms that the ground
state is indeed unique. We also found that in this limit
the constraint that W̃ is a solution becomes irrelevant.

The resulting expression for the entropy S (d) in the
generalization scenario is:

S (d) = � (1� q) q̂

2
� �q q̂

2
� q �q̂

2
� (1� 2d) Ŝ �RR̂+

+

ˆ 1

�1
Dz0 max

⇢
max
z1

(A+) ,max
z1

(A�)

�
+

+ 2↵

ˆ 1

�1
Dz0 H
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q �R2
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max
z1

(B) (3)

where A± = � z2
1
2 +log

⇣
2 cosh

⇣
z1
p
�q̂ + z0

p
q̂ ± Ŝ + R̂

⌘⌘

and B = � z2
1
2 + log

⇣
H

⇣
z1

p
�q+z0

p
qp

1�q

⌘⌘
. We used the

standard notation Dz = e�
x2
2p

2⇡
dz to indicate a Gaussian

measure, and H (x) =
´1
x Dz. The quantities q, �q, R,

q̂, �q̂, R̂ and Ŝ are order parameters to be determined
by saddle-point equations, thus yielding a system of 7
coupled equations. q and R have a simple interpretation
in terms of the typical overlap between two solutions and
between a solution and the teacher, respectively. R can
thus be used to predict the generalization error pe.

The classification scenario can be obtained by setting
R = R̂ = 0 in expression (3), and solving for the remain-
ing system of 5 equations.

The solution to these systems of equations displays a
number of noteworthy properties (Fig. 2):

1. The classification (with ↵ < ↵c) and generalization
(with ↵ < ↵TS) cases are qualitatively very similar.

2. The system has a solution yielding S (d) > 0 for
all values of d for ↵ 2 [0,↵U ], where ↵U ' 0.755
in the classification case and ↵U ' 1.085 in the
generalization case. For ↵ � ↵U , there exists a
critical value dmin such that the system has no so-
lutions for d < dmin. Both dmin and S (dmin) are
strictly positive right after ↵U . This suggests that
a large cluster of solutions exists up to at least

Local entropy measure: large deviation 1-RSB techniques

Ed(W̃ )
.
= � logN (W̃ , d)

Bias the statistical measure towards dense (wide, flat) regions (large deviation analysis)
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same picture also holds for complex architectures trained
on real-world benchmarks.

In a more general sense, these findings highlight the in-
adequacy of a standard equilibrium analysis when used to
describe the practically relevant properties of a prototypi-
cal complex system. There’s no reason to believe that this
scenario is specific to this particular family of problems;
our work could provide a general methodology to detect,
analyze and exploit this kind of occurrences. [Also, to
bring world peace.]

The model.—The single layer binary neural network
(perceptron) maps vectors of N inputs ⇠ 2 {�1, 1}N to
binary outputs as ⌧ (W, ⇠) = sign (W · ⇠), where W 2
{�1, 1}N is the vector of synaptic weights. Given ↵N

input patterns ⇠
µ with µ 2 {1, . . . ,↵N} and their cor-

responding desired outputs �
µ 2 {�1, 1}↵N , and defin-

ing X⇠ (W ) =
Q↵N

µ=1 ⇥ (�µ
⌧ (W, ⇠

µ)), where ⇥ (x) is the
Heaviside step function, the learning problem is that of
finding W such that ⌧ (W, ⇠

µ) = �
µ for all µ, i.e. such

that X⇠ (W ) = 1. The entries ⇠
µ
i are random unbiased

i.i.d. variables. There are two main scenarios of inter-
est for the distribution of the desired outputs �

µ: 1)
the classification (or storage) case, in which they are
i.i.d. random variables, and 2) the generalization (or
teacher-student) scenario, in which they are provided by
a “teacher” device, i.e. another perceptron with synap-
tic weights W

T . In the classification scenario, the typi-
cal problem is solvable with probability 1 in the limit of
large N up to ↵c = 0.833 [5], after which the probability
of finding a solution drops to zero. ↵c is called the ca-
pacity ; we also use this term for the maximum value of
↵ for which a solution can be found by a specific algo-
rithm. In the teacher-student scenario, the problem has
multiple solutions up to ↵TS = 1.245, after which there
is a first-order transition and only one solution is possi-
ble: the teacher itself [2, 6]. One additional quantity of
interest in this scenario is the generalization error rate
pe =

1
⇡ arccos

�
1
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, which is the probability that
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W

T
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when ⇠
? is a previously unseen

input.
Simplified algorithms.—Only a handful of algorithms

are currently believed to be able to solve the classification
problem and achieve a non-zero capacity in the limit of
large N in a sub-exponential running time; they are all,
to some extent, heuristic, and only numerical evidence
(although with N as large as 106) is available to support
the claims. The first such algorithm is a modified version
of Belief Propagation (BP), a message passing algorithm
which differs from standard BP by an additional “rein-
forcement” term, which can reach a capacity of at least
↵ ' 0.74 [11]. Two more algorithms, called SBPI [12]
and CP+R [13], were derived as crude simplifications of
the reinforced BP scheme: compared to the latter, they
have drastically reduced requirements (only employing
finite discrete quantities and simple, local and on-line
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Figure 1. (Color online) Numerical evidence of the ex-
istence of clusters of solutions. Entropy at a given dis-
tance from a reference solution W̃ , in the classification case
at ↵ = 0.4. From bottom to top: (magenta) theoretical pre-
diction for a typical W̃ ; (blue) numerical estimate based on a
random walks on connected solutions starting from one pro-
vided by SBPI, with N = 1001; (red) estimate from Belief
Propagation using a solution from SBPI, with N = 10001;
(green) theoretical curve for the optimal W̃ ? as computed
from eq. (3); (dotted black) upper bound (↵ = 0 case, all
configurations are solutions). The random-walk points un-
derestimate the number of solutions since they only consider
connected clusters; the BP curve is lower than the optimal
because in the latter W̃ is optimized as a function of the
distance, while in the former it is fixed. Inset : comparison
between a typical solution and one found with SBPI, in the
teacher-student case at ↵ = 0.5 with N = 1001. Larger po-
tentials correspond to smaller distances. Top points (red):
SBPI reference solution, entropy computed by BP; bottom
curve (magenta): theoretical prediction for a typical solution;
bottom points (purple): BP results using the teacher as ref-
erence.

update schemes), making them appealing for practical
implementations, at the cost of achieving a slightly lower
capacity (↵ ' 0.69). Yet another algorithm, based on a
Max-Sum scheme, can be shown to have similar charac-
teristics [14]. All these algorithms have typical solving
times which scale almost linearly with the size of the
input. A qualitatively similar scenario holds in the gen-
eralization case, where all these algorithms fail to find
any solution in a finite window starting at a value of ↵
between 1 and 1.1, and ending at ↵TS or beyond.

Two issues arise from these results: 1) the failure of
the reinforced BP algorithm to reach the maximal ca-
pacity of ↵c ' 0.833 patterns, and 2) the effectiveness of
the utterly-simplified algorithms SBPI and CP+R, which
strikingly contrasts the picture provided by standard sta-
tistical analyses.

We investigated these issues through numerical exper-
iments, and found evidence that, in fact, the solutions

 = 1 iff all patterns are  correctly classified
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on real-world benchmarks.

In a more general sense, these findings highlight the in-
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our work could provide a general methodology to detect,
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bring world peace.]
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i.i.d. random variables, and 2) the generalization (or
teacher-student) scenario, in which they are provided by
a “teacher” device, i.e. another perceptron with synap-
tic weights W

T . In the classification scenario, the typi-
cal problem is solvable with probability 1 in the limit of
large N up to ↵c = 0.833 [5], after which the probability
of finding a solution drops to zero. ↵c is called the ca-
pacity ; we also use this term for the maximum value of
↵ for which a solution can be found by a specific algo-
rithm. In the teacher-student scenario, the problem has
multiple solutions up to ↵TS = 1.245, after which there
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ble: the teacher itself [2, 6]. One additional quantity of
interest in this scenario is the generalization error rate
pe =

1
⇡ arccos

�
1
NW ·WT

�
, which is the probability that

⌧ (W, ⇠
?) = ⌧

�
W

T
, ⇠

?
�

when ⇠
? is a previously unseen

input.
Simplified algorithms.—Only a handful of algorithms

are currently believed to be able to solve the classification
problem and achieve a non-zero capacity in the limit of
large N in a sub-exponential running time; they are all,
to some extent, heuristic, and only numerical evidence
(although with N as large as 106) is available to support
the claims. The first such algorithm is a modified version
of Belief Propagation (BP), a message passing algorithm
which differs from standard BP by an additional “rein-
forcement” term, which can reach a capacity of at least
↵ ' 0.74 [11]. Two more algorithms, called SBPI [12]
and CP+R [13], were derived as crude simplifications of
the reinforced BP scheme: compared to the latter, they
have drastically reduced requirements (only employing
finite discrete quantities and simple, local and on-line
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Figure 1. (Color online) Numerical evidence of the ex-
istence of clusters of solutions. Entropy at a given dis-
tance from a reference solution W̃ , in the classification case
at ↵ = 0.4. From bottom to top: (magenta) theoretical pre-
diction for a typical W̃ ; (blue) numerical estimate based on a
random walks on connected solutions starting from one pro-
vided by SBPI, with N = 1001; (red) estimate from Belief
Propagation using a solution from SBPI, with N = 10001;
(green) theoretical curve for the optimal W̃ ? as computed
from eq. (3); (dotted black) upper bound (↵ = 0 case, all
configurations are solutions). The random-walk points un-
derestimate the number of solutions since they only consider
connected clusters; the BP curve is lower than the optimal
because in the latter W̃ is optimized as a function of the
distance, while in the former it is fixed. Inset : comparison
between a typical solution and one found with SBPI, in the
teacher-student case at ↵ = 0.5 with N = 1001. Larger po-
tentials correspond to smaller distances. Top points (red):
SBPI reference solution, entropy computed by BP; bottom
curve (magenta): theoretical prediction for a typical solution;
bottom points (purple): BP results using the teacher as ref-
erence.

update schemes), making them appealing for practical
implementations, at the cost of achieving a slightly lower
capacity (↵ ' 0.69). Yet another algorithm, based on a
Max-Sum scheme, can be shown to have similar charac-
teristics [14]. All these algorithms have typical solving
times which scale almost linearly with the size of the
input. A qualitatively similar scenario holds in the gen-
eralization case, where all these algorithms fail to find
any solution in a finite window starting at a value of ↵
between 1 and 1.1, and ending at ↵TS or beyond.

Two issues arise from these results: 1) the failure of
the reinforced BP algorithm to reach the maximal ca-
pacity of ↵c ' 0.833 patterns, and 2) the effectiveness of
the utterly-simplified algorithms SBPI and CP+R, which
strikingly contrasts the picture provided by standard sta-
tistical analyses.

We investigated these issues through numerical exper-
iments, and found evidence that, in fact, the solutions
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same picture also holds for complex architectures trained
on real-world benchmarks.

In a more general sense, these findings highlight the in-
adequacy of a standard equilibrium analysis when used to
describe the practically relevant properties of a prototypi-
cal complex system. There’s no reason to believe that this
scenario is specific to this particular family of problems;
our work could provide a general methodology to detect,
analyze and exploit this kind of occurrences. [Also, to
bring world peace.]

The model.—The single layer binary neural network
(perceptron) maps vectors of N inputs ⇠ 2 {�1, 1}N to
binary outputs as ⌧ (W, ⇠) = sign (W · ⇠), where W 2
{�1, 1}N is the vector of synaptic weights. Given ↵N
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est for the distribution of the desired outputs �
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the classification (or storage) case, in which they are
i.i.d. random variables, and 2) the generalization (or
teacher-student) scenario, in which they are provided by
a “teacher” device, i.e. another perceptron with synap-
tic weights W

T . In the classification scenario, the typi-
cal problem is solvable with probability 1 in the limit of
large N up to ↵c = 0.833 [5], after which the probability
of finding a solution drops to zero. ↵c is called the ca-
pacity ; we also use this term for the maximum value of
↵ for which a solution can be found by a specific algo-
rithm. In the teacher-student scenario, the problem has
multiple solutions up to ↵TS = 1.245, after which there
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Simplified algorithms.—Only a handful of algorithms

are currently believed to be able to solve the classification
problem and achieve a non-zero capacity in the limit of
large N in a sub-exponential running time; they are all,
to some extent, heuristic, and only numerical evidence
(although with N as large as 106) is available to support
the claims. The first such algorithm is a modified version
of Belief Propagation (BP), a message passing algorithm
which differs from standard BP by an additional “rein-
forcement” term, which can reach a capacity of at least
↵ ' 0.74 [11]. Two more algorithms, called SBPI [12]
and CP+R [13], were derived as crude simplifications of
the reinforced BP scheme: compared to the latter, they
have drastically reduced requirements (only employing
finite discrete quantities and simple, local and on-line
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Figure 1. (Color online) Numerical evidence of the ex-
istence of clusters of solutions. Entropy at a given dis-
tance from a reference solution W̃ , in the classification case
at ↵ = 0.4. From bottom to top: (magenta) theoretical pre-
diction for a typical W̃ ; (blue) numerical estimate based on a
random walks on connected solutions starting from one pro-
vided by SBPI, with N = 1001; (red) estimate from Belief
Propagation using a solution from SBPI, with N = 10001;
(green) theoretical curve for the optimal W̃ ? as computed
from eq. (3); (dotted black) upper bound (↵ = 0 case, all
configurations are solutions). The random-walk points un-
derestimate the number of solutions since they only consider
connected clusters; the BP curve is lower than the optimal
because in the latter W̃ is optimized as a function of the
distance, while in the former it is fixed. Inset : comparison
between a typical solution and one found with SBPI, in the
teacher-student case at ↵ = 0.5 with N = 1001. Larger po-
tentials correspond to smaller distances. Top points (red):
SBPI reference solution, entropy computed by BP; bottom
curve (magenta): theoretical prediction for a typical solution;
bottom points (purple): BP results using the teacher as ref-
erence.

update schemes), making them appealing for practical
implementations, at the cost of achieving a slightly lower
capacity (↵ ' 0.69). Yet another algorithm, based on a
Max-Sum scheme, can be shown to have similar charac-
teristics [14]. All these algorithms have typical solving
times which scale almost linearly with the size of the
input. A qualitatively similar scenario holds in the gen-
eralization case, where all these algorithms fail to find
any solution in a finite window starting at a value of ↵
between 1 and 1.1, and ending at ↵TS or beyond.

Two issues arise from these results: 1) the failure of
the reinforced BP algorithm to reach the maximal ca-
pacity of ↵c ' 0.833 patterns, and 2) the effectiveness of
the utterly-simplified algorithms SBPI and CP+R, which
strikingly contrasts the picture provided by standard sta-
tistical analyses.

We investigated these issues through numerical exper-
iments, and found evidence that, in fact, the solutions
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which are found by the simplified algorithms are typically
not isolated; rather, they belong (with high probability at
large N) to large connected clusters of solutions. More
precisely: 1) from a given solution W̃ , a random walk
process over neighboring configurations in the space of
solutions can reach distances of order N from the start-
ing point; 2) the number of solutions at a distance of
order N from W̃ grows exponentially with N (this can
be estimated from the analysis of the recurrence relations
on the average growth factor of the number of solutions
at varying distances, and using the random walk pro-
cesses for sampling the local properties relevant to those
relations) .

Furthermore, we used BP (without reinforcement)
with an additional Franz-Parisi potential [15] to estimate
the entropy of the solutions at varying distance from a
reference solution W̃ obtained from a heuristic solver,
and found that the results do not match the predictions
of the equilibrium analysis [10], see Fig. 1.

We also extended the equilibrium analysis [10] to the
teacher-student scenario, and found that: 1) the qual-
itative picture is the same as for the classification sce-
nario, i.e. typical solutions are isolated for all values of
↵ - even when adding a non-zero stability constraint; 2)
the teacher device is also isolated, and it is in fact indis-
tinguishable from all other typical solutions except for
the generalization error; 3) the results of estimates ob-
tained from BP are consistent with the analytical calcu-
lation when using the teacher as a reference point, but
not when using a solution provided by a heuristic solver
(see inset in Fig. 1). Finally, the generalization error for
solutions found algorithmically is lower than what would
be expected for a typical solution (see Fig. 3).

Large deviation analysis.—These empirical results sug-
gest that the heuristic algorithms do not operate in the
regime described by calculations performed at thermody-
namic equilibrium, but rather in a large-deviation regime,
to which the usual statistical tools are effectively blind
[16].

We found theoretical evidence that this is indeed the
case by studying the following free energy function:

F (d, y) = � 1

Ny
log
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counts the number of solutions W at normalized Ham-
ming distance d from a reference solution W̃ (� is the
Kronecker delta symbol), and y has the role of an in-
verse temperature. This free energy describes a system
in which each configuration W̃ is constrained to be a solu-
tion, and has an energy E

⇣
W̃

⌘
= � logN

⇣
W̃ , d

⌘
which

favors configurations surrounded by an exponential num-
ber of other solutions.

In the limit y ! 1, provided the ground state is
unique, we obtain the entropy of the surrounding solu-
tions:

S (d) = �F (d,1) =
1

N
logN

⇣
W̃

?
, d

⌘
(2)

where W̃
? is the optimal reference solution, i.e. the one

which is surrounded by most other solutions at the given
distance d. Therefore, if an exponentially large cluster of
solutions exists, we expect that S (d) > 0 in a neighbor-
hood of d = 0 (as opposed to the case of typical W̃ ).

We computed eq. (1) by the replica method in the so
called replica-symmetric (RS) Ansatz, and derived an ex-
pression for the y ! 1 case. The analysis of the scaling
of the order parameters with y confirms that the ground
state is indeed unique. We also found that in this limit
the constraint that W̃ is a solution becomes irrelevant.

The resulting expression for the entropy S (d) in the
generalization scenario is:
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. We used the

standard notation Dz = e�
x2
2p

2⇡
dz to indicate a Gaussian

measure, and H (x) =
´1
x Dz. The quantities q, �q, R,

q̂, �q̂, R̂ and Ŝ are order parameters to be determined
by saddle-point equations, thus yielding a system of 7
coupled equations. q and R have a simple interpretation
in terms of the typical overlap between two solutions and
between a solution and the teacher, respectively. R can
thus be used to predict the generalization error pe.

The classification scenario can be obtained by setting
R = R̂ = 0 in expression (3), and solving for the remain-
ing system of 5 equations.

The solution to these systems of equations displays a
number of noteworthy properties (Fig. 2):

1. The classification (with ↵ < ↵c) and generalization
(with ↵ < ↵TS) cases are qualitatively very similar.

2. The system has a solution yielding S (d) > 0 for
all values of d for ↵ 2 [0,↵U ], where ↵U ' 0.755
in the classification case and ↵U ' 1.085 in the
generalization case. For ↵ � ↵U , there exists a
critical value dmin such that the system has no so-
lutions for d < dmin. Both dmin and S (dmin) are
strictly positive right after ↵U . This suggests that
a large cluster of solutions exists up to at least

Characteristic function:
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�(W̃ ,�, �) = ln
X

{W}

e��LNE(W )��d(W̃ ,W )
"local free entropy”

C. Baldassi, A. Ingrosso, C. Lucibello, L. Saglietti, and R. Zecchina Phys. Rev. Lett. 115, 128101 (2015)
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Check the existence of subdominant dense regions of solutions in the Binary Perceptron

Finite temperature version (not only zero error states) : free local entropy

dFind         that  maximises the local free entropy the: 
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Large deviations results

● Emergence of rare but ultra-dense regions of solutions (wide flat 
minima)

– Robust to perturbations

– Good generalization properties

– Easily accessible to various (not all!) simple heuristic algorithms

energy
local entropy

This was 
unexpected

C. Baldassi, A. Ingrosso, C. Lucibello, L. Saglietti, R. Zecchina, PRL, 2015
C. Baldassi, F. Gerace, C. Lucibello, L. Saglietti, R. Zecchina, PRE, 2016

C. Baldassi, F. Pittorino, R. Zecchina, arXiv:1905.07833, 2019

Large deviations results for the binary perceptron:

rigorous proof (second moment method) Baldassi, Dellavecchia, Lucibello, Zecchina, submitted (2019)
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Figure 4. Local entropy profiles (with zero margin Ÿ = 0) of
typical maximum margin solutions (left panel) and its deriva-
tive (right panel) as a function of the distance. Di�erent val-
ues of – are displayed: for – = 0.71 and 0.727 the entropy is
monotonic, i.e. it has a unique maximum at large distances
(not visible). For – = –Õ

u ƒ 0.729 the local entropy starts to
be non-monotonic (its derivative with respect to the distance
develops a new zero). The entropy becomes negative at larger
– (i.e. Ÿ̃max(–) < Ÿ̃min(–)) in a given range of distances.

Therefore we can conclude that even if high-margin
solutions are completely isolated from each other, they
tend to be closer and to concentrate into the rare high
local entropy regions of solutions with lower (potentially
zero) margin. These results help to unravel the structure
of regions of high local entropy in neural networks: we
can see them as the union of the typical isolated con-
figurations having non-zero margin Ÿ̃; those are in turn
surrounded by solutions with smaller and smaller margin
Ÿ < Ÿ̃. We have also checked the validity of the Replica-
Symmetric approximation by considering a more general
ansatz for the Laplace computation, i.e. the so called one-
step Replica Symmetry Breaking scheme (see the SM for
additional details).

Dense cluster threshold. It has been previously dis-
cussed by using a large-deviation approach [14, 31] how
the geometrical structure of the high-local-entropy clus-
ter changes with the number of patterns –N . What
was found is that the geometrical structure of the clus-
ter remains connected up until a certain value –u above
which the cluster fractures. Numerical experiments show
also that this geometrical transition strongly a�ects the
behavior of algorithms: –u is conjectured to be an up-
per bound for the capacity of e�cient learning of algo-
rithms [19].

As discussed in point 5 of the previous section, a simi-
lar situation occurs when considering typical high-margin
solutions. Let us define the value –Õ

u as the largest – for
which the “large-scale” phase exists. It is characterized
by the property Ÿ̃u(–Õ

u) = Ÿ̃max(–Õ
u). Beyond this value,

only the “isolated balls” phase (points 3 and 4 in the pre-
vious section) remains. Indeed, we found this –Õ

u to be
only slightly smaller than the upper bound –u derived
from the large-deviation analysis. Thus, –Õ

u can be used
to provide an easier estimate for the algorithmic upper
bound.

This is illustrated in Fig. 4, where we show some plots
of „F P (d; –, Ÿ̃max(–), Ÿ) (and its derivative with respect
to the distance) for several values of –. At – = –Õ

u ƒ 0.73
the derivative of the local entropy develops a new zero.
In this case –u ƒ 0.77.

The discrepancy between the two thresholds can be
mainly ascribed to the fact that in the derivation of –Õ

u

only typical (albeit high-margin) solutions are consid-
ered. (It is also possible that the approximations intro-
duced by the Replica-Symmetric Ansatz play a minor
role.) On the other hand, the fact that –u ¥ –Õ

u (which
we also checked in an alternative, planted model, the so-
called teacher-student scenario) suggests that maximally-
dense solutions are not too dissimilar and not too far from
maximum-margin solutions. To test this, we performed
numerical experiments by sampling solutions found with
the focusing-BP algorithm [19], which by design seeks
maximally dense solutions, and measured their average
local entropy using Belief Propagation (see SM for de-
tails). We found that its local entropy profile is only
slightly higher than that of the typical Ÿ̃max solutions, as
shown in Fig. 3. This also agrees with previous findings
concerning the distribution of stabilities of wide and flat
minimizers [16] and the impact of certain losses, such as
the cross-entropy [15], which induce a certain degree of
robustness during training.

Discussion and conclusions. The fracturing transition
that sets it when the curves become non-monotonic is
a complex phenomenon. This particular transition was
first observed in the aforementioned analysis of large de-
viations as a transition in –. The current scheme also
allows us to detect the same transition by observing the
space of solutions around typical solutions. In addition,
we can also observe a transition in k̃, where it intersects
the value k̃u(–), and a transition in k for fixed Ÿ̃ > Ÿ̃u (–),
(see points 4 and 5 in the previous section). These tran-
sitions can be understood as the appearance of a charac-
teristic distance identified by an entropic barrier beyond
which the solutions sparsify dramatically.

In conclusion we have shown that the dense clusters
of solutions which are accessed by algorithms in a non-
convex model of neural network coincide with regions of
the weight space where high-margin solutions coalesce.
While in these regions solutions with the same margin
remain mutually isolated, they are connected through
solutions of smaller margin. These results shed light
on accessibility and generalization properties, and hope-
fully can help in developing rigorous mathematical re-
sults for non-convex neural networks. We have verified
that similar phenomena take place in one-hidden-layer
neural networks with binary weights and generic acti-
vation function (we analyzed in particular ReLU and
sign activations, see SM Sec. III) and that numerical re-
sults on deeper networks corroborate the scenario (SM
Sec. IV). Also, we refer to the work [36] for an analysis
on a model with a non-trivial correlated pattern struc-

Geometrical phase discontinuous transition



How to connected the results with the “traditional” maximum margin studies ?

Solutions with margin k:
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Figure 2. Hamming distance between typical solutions as a
function of the margin imposed, for – = 0.2, 0.3, 0.4, 0.6
and 0.8 (from top to bottom). The lines change from solid to
dashed when the entropy of solutions becomes negative, i.e.
when Ÿ = Ÿmax as defined in the main text.

where we have dropped the dependence of Z on › and ‡
to lighten the notation. Indeed, Z is the partition func-
tion of a flat measure over the Ÿ-margin solutions, which
in turn is the zero-temperature limit of an equilibrium
Gibbs measure, with the number of violated patterns as
the energy. The corresponding Gibbs entropy of the so-
lutions can thus be obtained as

„(–, Ÿ) = lim
NæŒ

1
N

Èln ZÍ›,‡ (2)

where È. . . Í›,‡ denotes the average over random patterns
and labels. In the following, we can safely impose ‡µ = 1
for every µ = 1, . . . , P without loss of generality, since
we can perform the transformation ›µ

i æ ‡µ›µ
i , without

a�ecting the probability measure of the patterns. Since
we are considering a discrete model, the entropy has a
lower bound of 0. In the limit of large N the model
exhibits a sharp transition at the critical capacity –c(Ÿ),
defined as the maximum – with non-vanishing entropy:
„(–c(Ÿ), Ÿ) = 0. For – < –c(k) the probability that an
instance of the problem has a solution is 1, but it sharply
drops to zero above this threshold [25] (see also [21] for a
recent rigorous proof of the value for zero margin –c(0) ƒ
0.833).

Distances between typical solutions. We have com-
puted the entropy of solutions, given in equation (2) us-
ing the replica method. The details of the derivation are
given in the Supplemental Material (SM).

As displayed in Fig. 2, we find that the Hamming dis-
tance between solutions is a rapidly decreasing function
of the margin. As mentioned in the introduction, the en-
tropy is a decreasing function of the margin as well (see
the SM); this means that even if solutions with larger
margin are exponentially fewer, they are less dispersed.
The closest solutions are those with maximum margin

Ÿmax(–), defined as the largest Ÿ with non-vanishing en-
tropy: „(–, Ÿmax(–)) = 0.

Isolated and and non-isolated solutions. A key ques-
tion is how, below the critical capacity, the solutions are
arranged and how the structure of solution space a�ects
the performance of learning algorithms. As discussed by
Krauth and Mezard [25] and Huang and Kabashima [26]
the structure of typical solutions for Ÿ = 0 consists of
clusters of vanishing entropy (so called frozen-1RSB sce-
nario). In the whole phase below –c(Ÿ = 0), zero-margin
solutions are isolated, meaning that one has to flip an ex-
tensive number of weights in order to find the closest solu-
tion. This scenario was also recently confirmed in simple
one-hidden layer neural networks with generic activation
functions [16] and also rigorously for the symmetric per-
ceptron [27, 28]. This kind of landscape with point-like
solutions suggests that finding such solution should be a
hard optimization problem; however, this is contrary to
the numerical evidence given by simple algorithms such
as the ones based on message passing [29, 30]. This ap-
parent contradiction was solved in [14, 19, 31] where it
was shown that there exist rare but dense regions of so-
lutions that are accessible by algorithms. Subsequent
works suggested that simple algorithmic strategies that
are commonly used in deep learning such as the choice
of the loss and the activation function [15, 16] or the
e�ect of regularization [32] seem to help algorithms to
access those regions. Finally, a systematic study of the
loss landscape of neural networks suggested that as net-
work depth increases the number of minima increase as
well, but at the same time they become more clustered
and generally are separated by low barriers [17, 18, 33].
In [34] the authors show that SGD-based algorithms are
able to access flat minima because they intrinsically pos-
sess an anisotropic noise that is stronger in the directions
where the landscape is rough and smaller when it is flat.

Here we want to better understand the geometry of
those rare dense regions, in particular how they relate
to the Ÿ > 0 solutions, with which they share at least
the property of being robust with respect to input per-
turbations (see [16] for a discussion of the distribution of
the stabilities inside a high-local-entropy region). To this
end we begin by analyzing in which part of the landscape
high-margin solutions tend to be concentrated. Given a
configuration w̃, that we also call the “reference”, we de-
fine the local entropy of w̃ as the logarithm (divided by
N) of the quantity:

N›(w̃, d, Ÿ) =
ÿ

w

X›(w; Ÿ) ”

A
N(1 ≠ 2d) ≠

Nÿ

i=1
w̃iwi

B
.

(3)
This expression counts the number of configurations w
that are solutions with margin Ÿ of the classification task,
and which lay at a normalized Hamming distance d from
the reference w̃. Studying the local entropy profile as we
vary the distance d thus allows to characterize the density

High margin solutions are less but tend to be much closer to each other! 
The lines change from solid to dashed when the entropy of solutions becomes negative, i.e. when κ = κmax

typical distance
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Figure 1. The picture represents a portion of the space
of network configurations. Di�erent dots represent solutions
(zero-error configurations); solutions with larger Ÿ margin are
represented with larger, darker dots (see legend). Red arrows
from left to right indicate four examples of typical solutions
with a given Ÿ (in descending order from top to bottom). The
yellow arrows from right to left indicate three examples of
the type of atypical solutions found around the typical ones
with a larger margin (also in descending order from top to
bottom). Low-margin solutions are more numerous than high-
margin solutions. Typical low-margin solutions are isolated
and distant from each other. Typical high-margin solutions
are also distant from each other, but less so, and tend to
be surrounded by (atypical) low-margin solutions. Thus, the
higher-margin solutions are rare, but they lie in the middle of
a dense, extended region that results from the coalescence of
the low-margin solutions.

ing with Ÿ, high-margin solutions are exponentially rare
compared to zero-margin solutions. However, they tend
to concentrate in particular regions, and are in turn sur-
rounded by other solutions of smaller and smaller mar-
gin. This coalescence of minima results in dense regions
of solutions over long distances, of size O (N). This is
illustrated in Fig. 1, where we show a two-dimensional
qualitative sketch of the picture that emerges from our
analysis of the geometric distribution of minima for a
not too large value of –. As as the number of patterns
increases (i.e. –), the solutions thin out, their margin
gets smaller, and above some threshold in – the large
connected structures break up and eventually disappear.

Our results provide a clearer picture regarding the in-
ternal structure of the flat minima and allow us to de-
fine an alternative analytical method for estimating the
threshold at which they appear and where the algorithms

begin to find solutions e�ciently. We show that, for val-
ues of the loading parameter – su�ciently small, the
zero-error solutions have the following properties:

1) the Hamming distance between typical solutions in
the space of network configurations is a rapidly decreas-
ing function of their margin Ÿ. Despite being exponen-
tially less numerous (in N) compared to the Ÿ = 0 so-
lutions, the Ÿ > 0 solutions tend to have small mutual
distance. They are sparser and yet much closer. 2) typi-
cal solutions with a prescribed margin Ÿ̃ > 0 are always
surrounded at O(N) Hamming distance by an exponen-
tial number of smaller margin solutions. By increasing
Ÿ̃, we make sure to target higher local entropy regions.

While the notion of margin has been developed in
the context of shallow networks where it can be directly
linked to generalization, the notion of flatness, or high
local entropy, applies also to deep networks for which
there is no straightforward way to define the margin for
the hidden layer units. High local entropy minima are
stable with respect to perturbations of the input and of
the internal representations.

The model. For simplicity, we discuss here the results
of our study by considering a single-layer [22] network
with N binary weights w œ {≠1, 1}N , which is per-
haps the simplest to define non-convex neural network
endowed with a non-trivial geometric structure of zero-
error solutions. In the SM we detail the analytical results
for models with one hidden layer, with binary weights
and generic activation functions, which lead to a quali-
tatively similar geometric scenario. In the SM we also
report numerical results for deep networks.

Given a (binary) pattern › œ {≠1, 1}N as input to
the network, the corresponding output is computed as
‡out = sign (w · ›). We consider a training set composed
of µ = 1, . . . , P = –N i.i.d. unbiased random binary
patterns ›µ = {≠1, 1}N and labels ‡µ = {≠1, 1} [23, 24].
The learning problem consists in finding the weights that
realize all the input-output mappings of the training set.
In this paper we are interested not only in those con-
figurations that are solutions, but also those that have
a large confidence level. We quantify this by imposing
that for every pattern in the training set, the weights
should have stability �µ © ‡µ

Ô
N

w · ›µ, larger than a
given margin Ÿ, which therefore represents the distance
from the threshold of the output unit (i.e. the classifica-
tion boundary) in the direction of the correct label. The
flat measure over these configurations is proportional to
X›,‡(w; Ÿ) =

rP
µ=1 �

1
‡µ

Ô
N

qN
i=1 wi›

µ
i ≠ Ÿ

2
where �(·)

is the Heaviside theta function; this quantity is equal to
1 if the weight w classifies correctly all the patterns with
a certain margin Ÿ, and 0 otherwise. The number of so-
lutions with margin Ÿ is given by

Z =
ÿ

{wi=±1}

X›,‡(w; Ÿ) (1)

Figure 1: A heuristic illustration of the rugged landscape of the fitness function of solutions
�kGXk1 in the perceptron model.

Figure 2: Cross sections {X : �kGXk1 � �} at increasing values of  representing the clusters
of solutions.

illustrated in Figure 1. Away from the peaks the landscape falls away quickly in most directions
but more slowly in a few directions (of course unlike our figure, the space of X in the perceptron
model is very high dimensional). If we fix ↵, varying  corresponds to taking di↵erent cross-sections
of the landscape as illustrated in Figure 2. For any , most clusters will be isolated points given by
peaks of height exactly �. But the taller peaks have larger cross-sections and for small enough 
these connect together and can form very wide but thin webs as seen in the left cross-section. For
larger  the mountain cross-sections do no overlap but the largest mountains still give clusters of
linear size.

3

Binary perceptron: e�cient algorithms can find solutions in
a rare well-connected cluster

Emmanuel Abbe ∗ Shuangping Li † Allan Sly ‡

Abstract

It was recently shown that almost all solutions in the symmetric binary perceptron are
isolated, even at low constraint densities, suggesting that finding typical solutions is hard. In
contrast, some algorithms have been shown empirically to succeed in finding solutions at low
density. This phenomenon has been justified numerically by the existence of subdominant and
dense connected regions of solutions, which are accessible by simple learning algorithms. In
this paper, we establish formally such a phenomenon for both the symmetric and asymmetric
binary perceptrons. We show that at low constraint density (equivalently for overparametrized
perceptrons), there exists indeed a subdominant connected cluster of solutions with almost
maximal diameter, and that an e�cient multiscale majority algorithm can find solutions in such
a cluster with high probability, settling in particular an open problem posed by Perkins-Xu in
STOC’21. In addition, even close to the critical threshold, we show that there exist clusters of
linear diameter for the symmetric perceptron, as well as for the asymmetric perceptron under
additional assumptions.

1 Introduction

The binary perceptron is a simple neural network model. It was studied in the 60s by Cover1

[Cov65] and in the 80s in the statistical physics literature with detailed characterizations put
forward by Gardner and Derrida [GD88] and Krauth and Mézard [KM89]. More recently, the
structural properties of its solution space have been related to the behavior of algorithms for
learning neural networks in [Bal+16a; Bal+16b; BZ06; Bal+15] and several probabilistic results
have been established in [KR98; Tal99; Sto13; DS19; APZ19; PX21; ALS21] (see further discussions
below).

The asymmetric binary perceptron model (ABP) is defined as follows. Let G be an m by n
matrix with i.i.d. entries taking value in {+1,�1} with equal probability. Fix a real number , and
consider the following constraints:

Sj(G) :=

(
X 2 {�1,+1}n :

1p
n

nX

i=1

Gj,iXi � 

)
, j = 1, · · · ,m.

∗Institute of Mathematics, EPFL, Lausanne, CH-1015, Switzerland. Email: emmanuel.abbe@epfl.ch.
†PACM, Princeton University, Princeton, NJ, 08544, USA. Email: sl31@princeton.edu.
‡Department of Mathematics, Princeton University, Princeton, NJ, 08544, USA. Email: allansly@princeton.edu.
1Mainly for the spherical case.
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Unveiling the structure of wide flat minima in neural networks

Carlo Baldassi,1 Clarissa Lauditi,2 Enrico M. Malatesta,1 Gabriele Perugini,1 and Riccardo Zecchina1

1
Artificial Intelligence Lab, Bocconi University, 20136 Milano, Italy

2
Department of Applied Science and Technology, Politecnico di Torino, 10129 Torino, Italy

The success of deep learning has revealed the application potential of neural networks across the
sciences and opened up fundamental theoretical problems. In particular, the fact that learning
algorithms based on simple variants of gradient methods are able to find near-optimal minima
of highly nonconvex loss functions is an unexpected feature of neural networks. Moreover, such
algorithms are able to fit the data even in the presence of noise, and yet they have excellent predictive
capabilities. Several empirical results have shown a reproducible correlation between the so-called
flatness of the minima achieved by the algorithms and the generalization performance. At the same
time, statistical physics results have shown that in nonconvex networks a multitude of narrow minima
may coexist with a much smaller number of wide flat minima, which generalize well. Here we show
that wide flat minima arise as complex extensive structures, from the coalescence of minima around
"high-margin" (i.e., locally robust) configurations. Despite being exponentially rare compared to
zero-margin ones, high-margin minima tend to concentrate in particular regions. These minima
are in turn surrounded by other solutions of smaller and smaller margin, leading to dense regions
of solutions over long distances. Our analysis also provides an alternative analytical method for
estimating when flat minima appear and when algorithms begin to find solutions, as the number of
model parameters varies.

Machine learning has undergone a tremendous ac-
celeration thanks to the performance of so-called deep
networks [1]. Very complex architectures are able to
achieve unexpected performance in very di�erent do-
mains, from language processing [2] to protein structure
prediction [3, 4], just to name a few recent impressive re-
sults. A key aspect that di�erent neural network models
have in common is the non-convex nature of the learning
problem. The learning process must be able to converge
in a very high-dimensional space and in the presence of a
huge number of local minima of the loss function which
measures the error rate on the data set. Surprisingly,
this goal can be achieved by algorithms designed for con-
vex problems with just few adjustments, such as choosing
highly parameterized architectures, using dynamic regu-
larization techniques, and choosing appropriate loss func-
tions [5]. In practice, neural networks with hundreds of
millions of variables can be successfully optimized by al-
gorithms based on the gradient descent method [6].

The study of the geometric structure of the minima of
the loss function is essential for understanding the dy-
namic phenomena of learning and explaining generaliza-
tion capabilities. Several empirical results have shown
a reproducible correlation between the so-called flatness
of the minima achieved by algorithms and generalization
performance [7–9]. In a sense that needs to be made rig-
orous, the loss functions of neural networks seem to be
characterized by the existence of large flat minima that
are both accessible and well generalizable [10–12]. More-
over, similar minima are found in the case of randomized
labels [13] and di�erent data sets, suggesting that they
are a robust property of the networks.

This scenario is upheld by some recent studies based
on statistical physics methods [14–18], which show that
in tractable models of non-convex neural networks a mul-

titude of minima with poor generalization capabilities co-
exists with a smaller number of wide flat minima, a.k.a.
high local entropy minima, that generalize close to opti-
mality [14]. These studies rely on large-deviation meth-
ods that give access to the typical number of minima
surrounded by a very large number of other minima at a
fixed distance. The analytical results are corroborated by
numerical studies that confirm the accessibility of wide
flat minima by simple algorithms that do not try to sam-
ple from the dominating set of minima [19].

Here we provide analytical results on the geometric
structure of these wide flat minima. We take as analyt-
ically tractable non-convex model a prototypical neural
network with N binary weights trained on P = –N ran-
dom patterns, investigated in the thermodynamic limit
of large N and large P , with – = P/N = O(1) . The
network performs a binary classification task, and its pre-
diction is given by the sign of the output unit. This model
has been extensively studied with mean field statistical
physics methods [20], based on the self-averaging prop-
erty that in the thermodynamic limit the macroscopic
behavior of any sample is fully described by the sample
average; many of the results were later corroborated by
rigorous techniques [21]. The solutions of the learning
task (zero-error configurations) can be characterized by
their margin, denoted by Ÿ. The margin of a solution
is a hard measure of robustness to local perturbations
of the weights: it is the minimum di�erence, across all
the training patterns, between the output pre-activation
and the threshold. A Ÿ-margin solution is guaranteed
to be surrounded in configuration space by other solu-
tions within a radius proportional to Ÿ

Ô
N . In the model

under study, the number of solutions at a given margin
Ÿ, when they exist, is typically exponential in N , i.e.
exp (N„ (–, Ÿ)). Since „ (–, Ÿ) is monotonically decreas-
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Algorithmic follow-up

Assume y integer:

Local free entropy:

Large-deviation partition function: Z(y, �,�0,�) =
X

W

e��0LNE(W )+y �(W,�,�)

<latexit sha1_base64="jCXBSPCbj7+AfBLitViHa1b5KIU=">AAALJ3icrVZbbxtFFN6WW73cUnjkZURk2VY2rtcJSVG1qAIhIRWFgBq7csZejXfH9qizl+7ONjGr+Tk88Ft4QEiA4JF/wpnZ9S22k0IzsqXjM+ec75tzmfEw5iwVrdbfd+6+8eZbb79zr2K++977H3y4c/+jThpliUfPvIhHybMhSSlnIT0TTHD6LE4oCYacdofPv1L73Zc0SVkUPhXTmPYDMg7ZiHlEgMq9X/miivM6vmRujinniMkBDjJk4ZSNA6LkBpbmRhsHxwGylyyRVmh75thWs9m0sGDcp+gEIoBnqXxiVnMwn5kQHk8IOlEopTXC9EXGXiI8SoiXn8j8CWxezNHN6ukam4JMw4GdOZ+Zrghjy7ytMDY6IvxIfRAW9FLkF0xMpP4dO/aDNjgtR7gZ4sr2TcE5HYk6JC+JfFenUUyoIPXlxKZZ4GrSWJBMS7o0DsKcBXCeITjAXoQwC0diKhEd5PuFNsce4ehb6eYnX8t6twHYCRtPRMOsdsBTc4LOkKBPWUBfKFfMSTjmFKJHY9QBB/0TrC9ZWW+pEuFqBIiJHITmKejJa8DNas8BjgL5wF95XkfUrM6snDI9s8ohf9EOs8zp9PiU69RBvhha2AzaaH/WXQ3Vfnpy8oT64D5PXktBLs7hrpi1pD7XFd06a6dIaQZTFiWBaoctJVrQGPKMLvNYWGwgUxoXJiuUVna2EgtYyAL2I9wJupeL5G6h+Eo1BZaFYzG09oOn0FnXxFTVv8VqXtNAjll1bh1vbVCL+S2LcJ6Mh/281fzsYeu4fWC1mq2jo+ODQyXopaesHGu5aa7r3UfolWMhGEgdqTGf6W2j+59jWstM5bxJwtmkFL0xg0OdQXhrYPvQcaFcOgvcn54fCS3cEgZM32tH6A1Cx94Li1z39r6rh4O2KkHxopWPQjF1eBfFRAiahKmUC90FVWVLVTDnf1zl+grRqkH+g6yjroXzrkuwhBdJtVZOHFtCYa44uqSxj8ckCAhaMfNVBLULZ4gnrN6FA2szq7iciqsCzlp4AVYNy+03Qw1QihToIOpxBAhAqAHzXn1qrQSvWXOMMn53Ebq2dvY9NEUYXDfyVLW5OT7wt7C0XgPFNN2d3VmfoHXBLoVdo1yn7s5v2I+8LKCh8DhJ03O7FYt+ThLBPE6libOUxsR7Tsb0HMSQBDTt57pRJaqCxkfwrsAXbjWtXfbISZCm02AIlgERk/TqnlJu2jvPxOhhP2dhnAkaegXQKOMI2lD9a0Q+S6gn+BQE4iUMuCJvQqC20NGpzsHnah3NT7wudNpN+6B5+P3h7uMvy2zcMz4xPjXqhm0cG4+Nb4xT48zwKj9Vfqn8XvnD/Nn81fzT/KswvXun9PnYWFnmP/8CyyCx8A==</latexit>

�(W, �,�) = log
X

W 0

e��LNE(W 0)� �
2 d(W,W 0)
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center y (real) replicas

interaction

Z(y, �,�0,�) =
X

W,{Wa}

e��0LNE(W )��
Py

a=1 LNE(Wa)� �
2

Py
a=1 d(W,Wa)
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• Local Entropy driven or replicated Simulated Annealing  

• Replicated Message-Passing (Belief Propagation) 
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• Replicated Greedy Algorithms 

• Sharpness Aware Minimization 

• Stochastic weights +gradient on the probabilities 
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Figure 1: (left) Error rate reduction obtained by switching to SAM. Each point is a different dataset
/ model / data augmentation. (middle) A sharp minimum to which a ResNet trained with SGD
converged. (right) A wide minimum to which the same ResNet trained with SAM converged.

batch normalization (Ioffe & Szegedy, 2015), stochastic depth (Huang et al., 2016), data augmenta-
tion (Cubuk et al., 2018), and mixed sample augmentations (Zhang et al., 2017; Harris et al., 2020).

The connection between the geometry of the loss landscape—in particular, the flatness of minima—
and generalization has been studied extensively from both theoretical and empirical perspectives
(Shirish Keskar et al., 2016; Dziugaite & Roy, 2017; Jiang et al., 2019). While this connection
has held the promise of enabling new approaches to model training that yield better generalization,
practical efficient algorithms that specifically seek out flatter minima and furthermore effectively
improve generalization on a range of state-of-the-art models have thus far been elusive (e.g., see
(Chaudhari et al., 2016; Izmailov et al., 2018); we include a more detailed discussion of prior work
in Section 5).

We present here a new efficient, scalable, and effective approach to improving model generalization
ability that directly leverages the geometry of the loss landscape and its connection to generaliza-
tion, and is powerfully complementary to existing techniques. In particular, we make the following
contributions:

• We introduce Sharpness-Aware Minimization (SAM), a novel procedure that improves
model generalization by simultaneously minimizing loss value and loss sharpness. SAM
functions by seeking parameters that lie in neighborhoods having uniformly low loss value
(rather than parameters that only themselves have low loss value, as illustrated in the middle
and righthand images of Figure 1), and can be implemented efficiently and easily.

• We show via a rigorous empirical study that using SAM improves model generalization
ability across a range of widely studied computer vision tasks (e.g., CIFAR-{10, 100},
ImageNet, finetuning tasks) and models, as summarized in the lefthand plot of Figure 1. For
example, applying SAM yields novel state-of-the-art performance for a number of already-
intensely-studied tasks, such as ImageNet, CIFAR-{10, 100}, SVHN, Fashion-MNIST,
and the standard set of image classification finetuning tasks (e.g., Flowers, Stanford Cars,
Oxford Pets, etc).

• We show that SAM furthermore provides robustness to label noise on par with that provided
by state-of-the-art procedures that specifically target learning with noisy labels.

• Through the lens provided by SAM, we further elucidate the connection between loss
sharpness and generalization by surfacing a promising new notion of sharpness, which
we term m-sharpness.

Section 2 below derives the SAM procedure and presents the resulting algorithm in full detail. Sec-
tion 3 evaluates SAM empirically, and Section 4 further analyzes the connection between loss sharp-
ness and generalization through the lens of SAM. Finally, we conclude with an overview of related
work and a discussion of conclusions and future work in Sections 5 and 6, respectively.

2

SGD SAM

Published as a conference paper at ICLR 2017
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ABSTRACT

This paper proposes a new optimization algorithm called Entropy-SGD for train-
ing deep neural networks that is motivated by the local geometry of the energy
landscape. Local extrema with low generalization error have a large proportion of
almost-zero eigenvalues in the Hessian with very few positive or negative eigen-
values. We leverage upon this observation to construct a local-entropy-based ob-
jective function that favors well-generalizable solutions lying in large flat regions
of the energy landscape, while avoiding poorly-generalizable solutions located in
the sharp valleys. Conceptually, our algorithm resembles two nested loops of SGD
where we use Langevin dynamics in the inner loop to compute the gradient of the
local entropy before each update of the weights. We show that the new objective
has a smoother energy landscape and show improved generalization over SGD
using uniform stability, under certain assumptions. Our experiments on convolu-
tional and recurrent networks demonstrate that Entropy-SGD compares favorably
to state-of-the-art techniques in terms of generalization error and training time.

1 INTRODUCTION

This paper presents a new optimization tool for deep learning designed to exploit the local geometric
properties of the objective function. Consider the histogram we obtained in Fig. 1 showing the spec-
trum of the Hessian at an extremum discovered by Adam (Kingma & Ba, 2014) for a convolutional
neural network on MNIST (LeCun et al., 1998) (⇡ 47,000 weights, cf. Sec. 5.1). It is evident that:

(i) a large number of directions (⇡ 94%) have near-zero eigenvalues (magnitude less than 10�4),

(ii) positive eigenvalues (right inset) have a long tail with the largest one being almost 40,

(iii) negative eigenvalues (left inset), which are directions of descent that the optimizer missed,
have a much faster decay (the largest negative eigenvalue is only �0.46).

Interestingly, this trend is not unique to this particular network. Rather, its qualitative properties are
shared across a variety of network architectures, network sizes, datasets or optimization algorithms
(refer to Sec. 5 for more experiments). Local minima that generalize well and are discovered by
gradient descent lie in “wide valleys” of the energy landscape, rather than in sharp, isolated minima.
For an intuitive understanding of this phenomenon, imagine a Bayesian prior concentrated at the

Code: https://github.com/ucla-vision/entropy-sgd
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ABSTRACT

In today’s heavily overparameterized models, the value of the training loss pro-
vides few guarantees on model generalization ability. Indeed, optimizing only
the training loss value, as is commonly done, can easily lead to suboptimal
model quality. Motivated by prior work connecting the geometry of the loss
landscape and generalization, we introduce a novel, effective procedure for in-
stead simultaneously minimizing loss value and loss sharpness. In particular,
our procedure, Sharpness-Aware Minimization (SAM), seeks parameters that lie
in neighborhoods having uniformly low loss; this formulation results in a min-
max optimization problem on which gradient descent can be performed effi-
ciently. We present empirical results showing that SAM improves model gen-
eralization across a variety of benchmark datasets (e.g., CIFAR-{10, 100}, Ima-
geNet, finetuning tasks) and models, yielding novel state-of-the-art performance
for several. Additionally, we find that SAM natively provides robustness to la-
bel noise on par with that provided by state-of-the-art procedures that specifi-
cally target learning with noisy labels. We open source our code at https:
//github.com/google-research/sam.

1 INTRODUCTION

Modern machine learning’s success in achieving ever better performance on a wide range of tasks
has relied in significant part on ever heavier overparameterization, in conjunction with developing
ever more effective training algorithms that are able to find parameters that generalize well. Indeed,
many modern neural networks can easily memorize the training data and have the capacity to readily
overfit (Zhang et al., 2016). Such heavy overparameterization is currently required to achieve state-
of-the-art results in a variety of domains (Tan & Le, 2019; Kolesnikov et al., 2020; Huang et al.,
2018). In turn, it is essential that such models be trained using procedures that ensure that the
parameters actually selected do in fact generalize beyond the training set.

Unfortunately, simply minimizing commonly used loss functions (e.g., cross-entropy) on the train-
ing set is typically not sufficient to achieve satisfactory generalization. The training loss landscapes
of today’s models are commonly complex and non-convex, with a multiplicity of local and global
minima, and with different global minima yielding models with different generalization abilities
(Shirish Keskar et al., 2016). As a result, the choice of optimizer (and associated optimizer settings)
from among the many available (e.g., stochastic gradient descent (Nesterov, 1983), Adam (Kingma
& Ba, 2014), RMSProp (Hinton et al.), and others (Duchi et al., 2011; Dozat, 2016; Martens &
Grosse, 2015)) has become an important design choice, though understanding of its relationship
to model generalization remains nascent (Shirish Keskar et al., 2016; Wilson et al., 2017; Shirish
Keskar & Socher, 2017; Agarwal et al., 2020; Jacot et al., 2018). Relatedly, a panoply of methods
for modifying the training process have been proposed, including dropout (Srivastava et al., 2014),

⇤Work done as part of the Google AI Residency program.
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Schmidhuber (1997b)) is similar to our Eqn. (7). Indeed, Gibbs formalism used in their analysis is a
very promising direction to understanding generalization in deep networks (Zhang et al., 2016).

Homotopy continuation methods convolve the loss function to solve sequentially refined optimiza-
tion problems (Allgower & Georg, 2012; Mobahi & Fisher III, 2015), similarly, methods that perturb
the weights or activations to average the gradient (Gulcehre et al., 2016) do so with an aim to smooth
the rugged energy landscape. Such smoothing is however very different from local entropy. For in-
stance, the latter places more weight on wide local minima even if they are much shallower than the
global minimum (cf. Fig. 2); this effect cannot be obtained by smoothing. In fact, smoothing can
introduce an artificial minimum between two nearby sharp valleys which is detrimental to general-
ization. In order to be effective, continuation techniques also require that minimizers of successively
smaller convolutions of the loss function lie close to each other (Hazan et al., 2016); it is not clear
whether this is true for deep networks. Local entropy, on the other hand, exploits wide minima
which have been shown to exist in a variety of learning problems (Monasson & Zecchina, 1995;
Cocco et al., 1996). Please refer to Appendix C for a more elaborate discussion as well as possible
connections to stochastic variational inference (Blei et al., 2016).

3 LOCAL ENTROPY

We first provide a simple intuition for the concept of local entropy of an energy landscape. The
discussion in this section builds upon the results of Baldassi et al. (2016a) and extends it for the case
of continuous variables. Consider a cartoon energy landscape in Fig. 2 where the x-axis denotes the
configuration space of the parameters. We have constructed two local minima: a shallower although
wider one at xrobust and a very sharp global minimum at xnon�robust. Under a Bayesian prior on the
parameters, say a Gaussian of a fixed variance at locations xrobust and xnon�robust respectively, the
wider local minimum has a higher marginalized likelihood than the sharp valley on the right.

�0.5

0.0

0.5

1.0

1.5

2.0

xcandidate

xrobust

xnon-robust

Original landscape
Negative local entropy : � = 0.001
Negative local entropy : � = 0.00005

Figure 2: Local entropy concentrates on
wide valleys in the energy landscape.

The above discussion suggests that parameters that lie in
wider local minima like xrobust, which may possibly have
a higher loss than the global minimum, should generalize
better than the ones that are simply at the global mini-
mum. In a neighborhood of xrobust, “local entropy” as
introduced in Sec. 1 is large because it includes the con-
tributions from a large region of good parameters; con-
versely, near xnon�robust, there are fewer such contribu-
tions and the resulting local entropy is low. The local en-
tropy thus provides a way of picking large, approximately
flat, regions of the landscape over sharp, narrow valleys
in spite of the latter possibly having a lower loss. Quite
conveniently, the local entropy is also computed from the
partition function with a local re-weighting term.

Formally, for a parameter vector x 2Rn, consider a Gibbs
distribution corresponding to a given energy landscape
f (x):

P(x; b ) = Z�1
b exp (�b f (x)) ; (1)

where b is known as the inverse temperature and Zb is a normalizing constant, also known as the
partition function. As b ! •, the probability distribution above concentrates on the global minimum
of f (x) (assuming it is unique) given as:

x⇤ = argmin
x

f (x), (2)

which establishes the link between the Gibbs distribution and a generic optimization problem (2).
We would instead like the probability distribution — and therefore the underlying optimization
problem — to focus on flat regions such as xrobust in Fig. 2. With this in mind, let us construct a
modified Gibbs distribution:

P(x0; x,b ,g) = Z�1
x,b , g exp

⇣
�b f (x0)�b g

2
kx� x0k2

2

⌘
. (3)

4



Similar analytical results hold for 1-hidden layer NN with continuous weights 
and for overparametrized NN

High Local Entropy regions  ⬌   Wide Flat Minima (WFM) 

Analytical Results: Rare Wide Flat Minima (WFM)  exist in non-convex  
networks with continuous weights storing random patterns. 

(Baldassi, Pittorino, Zecchina, PNAS 2019)

Analytical/numerical  results: they have good generalisation properties 
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Classical overfitting problem

size hidden layers (Neyshabur, Tomioka, and Srebro, 2014)

Overfitting under control in DNNs !?



Random Feature Model Neal, 1996; Balcan, Blum, Vempala 2006; 
Rahimi, Recht; 2008; Bach, 2016 
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Random Features

A more realistic model: Random features
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• Interpolation does not necessarily lead to poor generalization, as 
long as you go ”deep” enough in the interpolation regime 

• Reconciling the modern practice with a statistical point-of-view 
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Main findings

Why is the “double descent” important?

Stating that interpolation does not necessarily lead to poor
generalization, as long as you ”deep” enough in the interpolation
regime

Reconciling the modern practice with a statistical point-of-view

Explicit analysis for Linear Models

The true risk in the over-parameterized regime is typically lower!

Oren Yuval Learning curve in modern ML , The ”double descent” behavior 11 / 47

Belkin, Rakhlin, Tsybakov, 2018  

• Connection with the Hidden Manifold Model
Goldt, Mezard, Krzakala, Zdeborova, 2020
Montanari, Mei, 2019
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Deep Double
Descent
We show that the double descent phenomenon
occurs in CNNs, ResNets, and transformers:
performance first improves, then gets worse,
and then improves again with increasing
model size, data size, or training time. This
effect is often avoided through careful
regularization. While this behavior appears to
be fairly universal, we don’t yet fully understand
why it happens, and view further study of this
phenomenon as an important
research direction.

December 5, 2019
3 minute read

Many classes of modern deep learning models,
including CNNs, ResNets, and transformers,
exhibit the previously-observed double descent
phenomenon when not using early stopping or
regularization. The peak occurs predictably at a
“critical regime,” where the models are barely able
to fit the training set. As we increase the number
of parameters in a neural network, the test error
initially decreases, increases, and, just as the
model is able to fit the train set, undergoes a

READ PAPER!

From: Deep Double Descent: Where Bigger Models and More Data Hurt
P Nakkiran, G Kaplun, Y Bansal, T Yang, B Barak, I Sutskever (2019)

Deep Double Descent
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II. THE TYPICAL GEOMETRY VS
OVERPARAMETRIZATION

In the following we consider the primitive loss function that
counts the number of misclassified patterns in the training set
whose stability is greater than a given margin of ^ � 0. For
each pattern, the stability �` is defined as the product of the
pre-activation of the output unit _` (w) and the binary label of
pattern H

` = ±1:

�` (w) ⌘ H
`
_
` (w) (2)

where

_
` (w) ⌘ 1p

#

#’
8=1

F8 f

 
1p
⇡

⇡’
:=1

�:8b
`
:

!
(3)

The loss function per pattern is defined as

✓#⇢ (��` (w); ^) = ⇥ (��` (w) + ^) (4)

where ⇥(·) is the Heaviside step function: ⇥ (G) = 1 if G > 0
and zero otherwise. For ^ = 0 this loss reduces to the one that
counts the number of training errors; with a slight abuse of
language we call it “number-of-errors loss” even if the margin
is non-zero. For the analytical study, we will be interested in
the large-size limit, where our calculations can be performed
by asymptotic methods: # , ⇡, % ! 1 while keeping finite
the ratios

U ⌘ %

#

, U) ⌘ %

⇡

, U⇡ ⌘ #

⇡

, (5)

where clearly U) = U
U⇡

. In order to compute the typical
properties of the solution space, the key quantity of interest is
the averaged free entropy of the model, i.e.

q = lim
# ,%,⇡!1

1
#

hln /ib ,� (6)

where we denoted with h•ib ,� the average over both the pat-
terns (including the desired outputs and thus the teacher) and
the features. Here / denotes the partition function of the model
which reads

/ (V) =
’
w

4
�VÕ%

`=1 ✓#⇢ (��` (w);^) (7)

For generic V, / (V) is the generating function in the variable
4
�V of the number of errors. In the analytical computations

however we have only considered the large V limit, where the
partition function reduces to the number of zero-error config-
urations (solutions):

/ =
’
w

%÷
`=1

⇥ (�` (w) � ^) ⌘
’
w

Xb ,� (w; ^) (8)

where Xb ,� is the indicator function that a pattern is being
correctly and robustly classified.

We also define the maximum margin ^max (U) for a fixed
value of U as the value of ^ for which q = 0 in the V ! 1
limit. The “interpolation threshold” U2 is instead defined as
the value of U for which zero-margin solutions disappear, i.e.
with high probability solutions cease to exist for U > U2 .

The averages of the logarithm in eq. (6), give access to
the most probable number of solutions for a randomly cho-
sen training set, and can be computed by asymptotic methods
developed in the theory of disordered systems, either the so
called replica method or the cavity method [19].

Phase diagram. Before diving into details, we anticipate
our most relevant result. The phase diagram of the model is
reported in Fig. 1. The plane (U) , U) is divided into three
distinct regions:

(1) an UNSAT region when the value of the density of con-
straints exceeds the interpolation threshold: U > U2 (U) ). As
we have anticipated, in this region there exists no configu-
ration of weights that is able to fit all the training set data.
This threshold is independent of the learning algorithm, but
it depends only on the properties of training data and of the
architecture. On the other hand for U < U2 (U) ) we have a
SAT region, so in principle the complexity of the model is able
to reproduce the data.

(2) for ULE (U) ) < U < U2 (U) ), despite there exist configu-
rations of weights that fit all the training set, they are not easily
accessible. We explain this by noticing that those solutions are
either completely isolated or are located inside a dense region
having a small characteristic size.

(3) for U  ULE (U) ) a wide and flat region of solutions
extending to very large scales appears. Those configurations
are also easily accessible by algorithms. We call the threshold
ULE (U) ) the Local Entropy transition. ULE can therefore be
interpreted as an upper bound to the algorithmic threshold of
algorithms.

As a confirmation to that we show in the inset of Fig. 1
the train error of the three representative algorithms, namely
Simulated Annealing (SA) [20], Belief-Propagation (BP) and
Stochastic BP-inspired (SBPI) [21]. None of them is able to
find solutions beyond the local entropy transition.

Typical solutions. Using the replica method in its replica
symmetric (RS) version (see SI), the averaged free entropy
turns out to depend on the “order parameters” @, ?, ?3 , A
and their conjugate Lagrange multipliers @̂, ?̂, ?̂3 , Â. Geo-
metrically @ represent the typical overlap between a pair of
solutions; ? is the typical overlap between a pair of solutions
projected in the teacher space (which has dimension ⇡), the
projection being performed simply by using the feature matrix
�:8; ?3 is the typical squared norm of a projected solution
and finally A denotes the typical overlap between a projected
solution and the teacher.

Eventually, q can be found by optimizing over eight order
parameters

q = argmax
@,@̂,?, ?̂,?3 , ?̂3 ,A ,Â

q'( (@, @̂, ?, ?̂, ?3 , ?̂3 , A, Â) (9)

where q'( is the RS expression for q (see SI). Knowing the
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Deep Networks on Toroids: Removing Symmetries Reveals the Structure of
Flat Regions in the Landscape Geometry
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Abstract

We systematize the approach to the investigation
of deep neural network landscapes by basing it on
the geometry of the space of implemented func-
tions rather than the space of parameters. Group-
ing classifiers into equivalence classes, we de-
velop a standardized parameterization in which
all symmetries are removed, resulting in a toroidal
topology. On this space, we explore the error land-
scape rather than the loss. This lets us derive a
meaningful notion of the flatness of minimizers
and of the geodesic paths connecting them. Using
different optimization algorithms that sample min-
imizers with different flatness we study the mode
connectivity and relative distances. Testing a va-
riety of state-of-the-art architectures and bench-
mark datasets, we confirm the correlation between
flatness and generalization performance; we fur-
ther show that in function space flatter minima
are closer to each other and that the barriers along
the geodesics connecting them are small. We also
find that minimizers found by variants of gradient
descent can be connected by zero-error paths com-
posed of two straight lines in parameter space, i.e.
polygonal chains with a single bend. We observe
similar qualitative results in neural networks with
binary weights and activations, providing one of
the first results concerning the connectivity in this
setting. Our results hinge on symmetry removal,
and are in remarkable agreement with the rich phe-
nomenology described by some recent analytical
studies performed on simple shallow models.

1AI Lab, Institute for Data Science and Analytics, Bocconi
University, 20136 Milano, Italy 2Dept. of Applied Science and
Technology, Politecnico di Torino, 10129 Torino, Italy. Correspon-
dence to: Fabrizio Pittorino <fabrizio.pittorino@unibocconi.it>,
Carlo Baldassi <carlo.baldassi@unibocconi.it>.

Proceedings of the 39 th International Conference on Machine
Learning, Baltimore, Maryland, USA, PMLR 162, 2022. Copy-
right 2022 by the author(s).

1. Introduction
The loss landscape of a typical deep neural network per-
forming a supervised learning task is in general highly non-
convex. Moreover, even small networks (by the current
standards) have a huge number of configurations of small
loss, corresponding to zero or near-zero training error. In
this sense, most modern networks operate in a strongly over-
parameterized regime. Understanding how simple variants
of first-order algorithms are able to escape bad local min-
ima and yet avoid overfitting is a fundamental problem,
which has received a lot of attention from several perspec-
tives (Belkin et al., 2019; Rocks & Mehta, 2020).

A natural and promising approach for addressing this is-
sue is to investigate the geometrical properties of the loss
landscape. Broadly speaking, there are two related but con-
ceptually distinct main research directions in this area: one
is about the dynamics of gradient-based learning algorithms
(e.g. Feng & Tu (2021)); the other concerns a static descrip-
tion of the geometry, its overall structure and its relation to
the generalization properties of the network on unseen data
(e.g. Gotmare et al. (2018)). In this paper, we focus on the
latter.

A first basic observation is that (near-)minimizers of the loss,
corresponding to (near-)zero training error, can have dra-
matically different generalization properties (Keskar et al.,
2016; Liu et al., 2020; Pittorino et al., 2021). A growing
amount of evidence shows a consistent correlation between
the flatness of the minima of the loss and the test accuracy,
across a large number of models and with several alterna-
tive measures of flatness, see e.g. Dziugaite & Roy (2017);
Jiang* et al. (2020); Pittorino et al. (2021); Yue et al. (2020).
Moreover, several studies indicate that stochastic gradient
descent (SGD) and its variants introduce a bias, compared to
full-batch gradient descent, towards flatter minima (Keskar
et al., 2016; Chaudhari & Soatto, 2018; Feng & Tu, 2021;
Pittorino et al., 2021). This effect seems to be amplified by
other operating procedures, e.g. the use of the cross-entropy
loss function, drop-out, judicious initialization, ReLU trans-
fer functions (Baldassi et al., 2018; 2020; 2019; Liu et al.,
2020; Zhang et al., 2021). Therefore, in practical applica-
tions, bad minima are seldom reported or observed, even
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Abstract

The properties of flat minima in the empirical risk landscape of neural
networks have been debated for some time. Increasing evidence suggests
they possess better generalization capabilities with respect to sharp ones.
In this work we first discuss the relationship between alternative measures
of flatness: The local entropy, which is useful for analysis and algorithm
development, and the local energy, which is easier to compute and was
shown empirically in extensive tests on state-of-the-art networks to be the
best predictor of generalization capabilities. We show semi-analytically in
simple controlled scenarios that these two measures correlate strongly with
each other and with generalization. Then, we extend the analysis to the
deep learning scenario by extensive numerical validations. We study two
algorithms, Entropy-SGD and Replicated-SGD, that explicitly include the
local entropy in the optimization objective. We devise a training schedule
by which we consistently find flatter minima (using both flatness measures),
and improve the generalization error for common architectures (e.g. ResNet,
EfficientNet).

1 Introduction

The geometrical structure of the loss landscape of neural networks has been a key topic of
study for several decades (Hochreiter & Schmidhuber, 1997; Keskar et al., 2016). One area
of ongoing research is the connection between the flatness of minima found by optimization
algorithms like stochastic gradient descent (SGD) and the generalization performance of the
network (Baldassi et al., 2020; Keskar et al., 2016). There are open conceptual problems
in this context: On the one hand, there is accumulating evidence that flatness is a good
predictor of generalization (Jiang et al., 2019). On the other hand, modern deep networks
using ReLU activations are invariant in their outputs with respect to rescaling of weights
in different layers (Dinh et al., 2017), which makes the mathematical picture complicated1.
General results are lacking. Some initial progress has been made in connecting PAC-Bayes
bounds for the generalization gap with flatness (Dziugaite & Roy, 2018).

The purpose of this work is to shed light on the connection between flatness and generalization
by using methods and algorithms from the statistical physics of disordered systems, and to
corroborate the results with a performance study on state-of-the-art deep architectures.

Methods from statistical physics have led to several results in the last years. Firstly, wide
flat minima have been shown to be a structural property of shallow networks. They exist
even when training on random data and are accessible by relatively simple algorithms, even
though coexisting with exponentially more numerous minima (Baldassi et al., 2015; 2016a;

1We note, in passing, that an appropriate framework for theoretical studies would be to consider
networks with binary weights, for which most ambiguities are absent.
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Learning in deep neural networks takes place by minimizing a
nonconvex high-dimensional loss function, typically by a stochas-
tic gradient descent (SGD) strategy. The learning process is
observed to be able to find good minimizers without getting
stuck in local critical points and such minimizers are often satis-
factory at avoiding overfitting. How these 2 features can be kept
under control in nonlinear devices composed of millions of tun-
able connections is a profound and far-reaching open question. In
this paper we study basic nonconvex 1- and 2-layer neural net-
work models that learn random patterns and derive a number of
basic geometrical and algorithmic features which suggest some
answers. We first show that the error loss function presents few
extremely wide flat minima (WFM) which coexist with narrower
minima and critical points. We then show that the minimizers of
the cross-entropy loss function overlap with the WFM of the error
loss. We also show examples of learning devices for which WFM
do not exist. From the algorithmic perspective we derive entropy-
driven greedy and message-passing algorithms that focus their
search on wide flat regions of minimizers. In the case of SGD and
cross-entropy loss, we show that a slow reduction of the norm
of the weights along the learning process also leads to WFM. We
corroborate the results by a numerical study of the correlations
between the volumes of the minimizers, their Hessian, and their
generalization performance on real data.

machine learning | neural networks | statistical physics

Artificial neural networks (ANN), currently also known as
deep neural networks (DNN) when they have more than

2 layers, are powerful nonlinear devices used to perform differ-
ent types of learning tasks (1). From the algorithmic perspective,
learning in ANN is in principle a hard computational problem
in which a huge number of parameters, the connection weights,
need to be optimally tuned. Yet, at least for supervised pattern
recognition tasks, learning has become a relatively feasible pro-
cess in many applications across domains and the performances
reached by DNNs have had a huge impact on the field of machine
learning.

DNN models have evolved very rapidly in the last decade,
mainly by an empirical trial and selection process guided by
heuristic intuitions. As a result, current DNN are in a sense
akin to complex physical or biological systems, which are known
to work but for which a detailed understanding of the princi-
ples underlying their functioning remains unclear. The tendency
to learn efficiently and to generalize with limited overfitting
are 2 properties that often coexist in DNN, and yet a unifying
theoretical framework is still missing.

Here we provide analytical results on the geometrical structure
of the loss landscape of ANN which shed light on the success
of deep learning (2) algorithms and allow us to design efficient
algorithmic schemes.

We focus on nonconvex 1- and 2-layer ANN models that
exhibit sufficiently complex behavior and yet are amenable to
detailed analytical and numerical studies. Building on methods
of statistical physics of disordered systems, we analyze the com-

plete geometrical structure of the minimizers of the loss function
of ANN learning random patterns and discuss how the current
DNN models are able to exploit such structure, for example start-
ing from the choice of the loss function, avoiding algorithmic
traps, and reaching rare solutions that belong to wide flat regions
of the weight space. In our study the notion of flatness is given
in terms of the volume of the weights around a minimizer that
do not lead to an increase of the loss value. This generalizes the
so-called local entropy of a minimizer (3), defined for discrete
weights as the log of the number of optimal weights assignments
within a given Hamming distance from the reference minimizer.
We call these regions high local entropy (HLE) regions for dis-
crete weights or wide flat minima (WFM) for continuous weights.
Our results are derived analytically for the case of random data
and corroborated by numerics on real data. In order to eliminate
ambiguities that may arise from changes of scale of the weights,
we control the norm of the weights in each of the units that com-
pose the network. The outcomes of our study can be summarized
as follows.

1) We show analytically that ANN learning random patterns
possess the structural property of having extremely robust
regions of optimal weights, namely WFM of the loss, whose
existence is important to achieve convergence in the learning
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Learning in deep neural networks takes place by minimizing a
nonconvex high-dimensional loss function, typically by a stochas-
tic gradient descent (SGD) strategy. The learning process is
observed to be able to find good minimizers without getting
stuck in local critical points and such minimizers are often satis-
factory at avoiding overfitting. How these 2 features can be kept
under control in nonlinear devices composed of millions of tun-
able connections is a profound and far-reaching open question. In
this paper we study basic nonconvex 1- and 2-layer neural net-
work models that learn random patterns and derive a number of
basic geometrical and algorithmic features which suggest some
answers. We first show that the error loss function presents few
extremely wide flat minima (WFM) which coexist with narrower
minima and critical points. We then show that the minimizers of
the cross-entropy loss function overlap with the WFM of the error
loss. We also show examples of learning devices for which WFM
do not exist. From the algorithmic perspective we derive entropy-
driven greedy and message-passing algorithms that focus their
search on wide flat regions of minimizers. In the case of SGD and
cross-entropy loss, we show that a slow reduction of the norm
of the weights along the learning process also leads to WFM. We
corroborate the results by a numerical study of the correlations
between the volumes of the minimizers, their Hessian, and their
generalization performance on real data.

machine learning | neural networks | statistical physics

Artificial neural networks (ANN), currently also known as
deep neural networks (DNN) when they have more than

2 layers, are powerful nonlinear devices used to perform differ-
ent types of learning tasks (1). From the algorithmic perspective,
learning in ANN is in principle a hard computational problem
in which a huge number of parameters, the connection weights,
need to be optimally tuned. Yet, at least for supervised pattern
recognition tasks, learning has become a relatively feasible pro-
cess in many applications across domains and the performances
reached by DNNs have had a huge impact on the field of machine
learning.

DNN models have evolved very rapidly in the last decade,
mainly by an empirical trial and selection process guided by
heuristic intuitions. As a result, current DNN are in a sense
akin to complex physical or biological systems, which are known
to work but for which a detailed understanding of the princi-
ples underlying their functioning remains unclear. The tendency
to learn efficiently and to generalize with limited overfitting
are 2 properties that often coexist in DNN, and yet a unifying
theoretical framework is still missing.

Here we provide analytical results on the geometrical structure
of the loss landscape of ANN which shed light on the success
of deep learning (2) algorithms and allow us to design efficient
algorithmic schemes.

We focus on nonconvex 1- and 2-layer ANN models that
exhibit sufficiently complex behavior and yet are amenable to
detailed analytical and numerical studies. Building on methods
of statistical physics of disordered systems, we analyze the com-

plete geometrical structure of the minimizers of the loss function
of ANN learning random patterns and discuss how the current
DNN models are able to exploit such structure, for example start-
ing from the choice of the loss function, avoiding algorithmic
traps, and reaching rare solutions that belong to wide flat regions
of the weight space. In our study the notion of flatness is given
in terms of the volume of the weights around a minimizer that
do not lead to an increase of the loss value. This generalizes the
so-called local entropy of a minimizer (3), defined for discrete
weights as the log of the number of optimal weights assignments
within a given Hamming distance from the reference minimizer.
We call these regions high local entropy (HLE) regions for dis-
crete weights or wide flat minima (WFM) for continuous weights.
Our results are derived analytically for the case of random data
and corroborated by numerics on real data. In order to eliminate
ambiguities that may arise from changes of scale of the weights,
we control the norm of the weights in each of the units that com-
pose the network. The outcomes of our study can be summarized
as follows.

1) We show analytically that ANN learning random patterns
possess the structural property of having extremely robust
regions of optimal weights, namely WFM of the loss, whose
existence is important to achieve convergence in the learning

Significance

Deep neural networks (DNN) are becoming fundamental
learning devices for extracting information from data in a
variety of real-world applications and in natural and social
sciences. The learning process in DNN consists of finding a
minimizer of a loss function that measures how well the data
are classified. This optimization task is typically solved by tun-
ing millions of parameters by stochastic gradient algorithms.
This process can be thought of as an exploration process of
a highly nonconvex landscape. Here we show that such land-
scapes possess very peculiar wide flat minima and that the
current models have been shaped to make the loss functions
and the algorithms focus on those minima. We also derive
efficient algorithmic solutions.
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Mode Connectivity

SGD:  St ocha s t ic Gra dient  Des cent

R SGD:  R eplica t ed SGD ( finds  fla t t er minima )

ADV:  Adv ers a ria l  I nit ia l iza t ion
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• Trained more than 10,000 models over two image classification datasets (CIFAR-10,  Street View House Numbers).  
• Training under all combination of hyperparameters and optimization resulted in a large pool of models.  
• For any such model, we considered 40 complexity measures*. 

The quite expensive Google experiments
(Y. Jiang, B.Neyshabur, H. M. D.Krishnan, S.Bengio, 2019)

* complexity measure in machine learning: a quantity that monotonically relates to some aspect of generalization.Typically it depends on the trained 
model and the training data, but should not have access to a validation set.  Lower complexity should often imply smaller generalization gap.

Findings:

“ … the relative success of sharpness-based and optimization-based complexity 
measures for predicting the generalization gap can provoke further study of 
these measures.“



Our aim is to use random Neural Network models to build cryptographic 
system, based on what we know about the geometry of solutions.



The Overlap Gap Property (OGP)

OGP Definition:  In high-dimensional optimization problems, the solution space exhibits 
a "gap" structure.



The Overlap Gap Property (OGP)

OGP Definition:  In high-dimensional optimization problems, the solution space exhibits 
a "gap" structure.

This scenario has to be studied for collisions



The Overlap Gap Property (OGP) D. Gamarnik, 2018

Let P be a combinatorial optimization problem exhibiting OGP. 

If a stable algorithm is applied to solve  P, then under typical conditions the algorithm will 
fail to find an optimal solution with high probability.

Intuition: if there is OGP  a small perturbation can result in a large change in the output, then 
the algorithm cannot be stable.

Theorem:  (OGP and Stable algorithms), informal statement:

Generalised to multi-OGP: 2-OGP ⇒ y-OGP   (y-OGP is sufficient) 
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Fig. S2. Landscape exhibiting the OGP: Solutions are split into clusters, with diameter of each cluster smaller than the distance between any pair clusters.
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Landscape exhibiting the OGP: Solutions are split into 
clusters, with diameter of each cluster smaller than the 
distance between any pair clusters.

0 1 �

�(�)

�1 �2 R µ

min
�

L(�, X )

�

Formulas for Hypothesis Testing Module April 12, 2020 2 / 2

0 1 �

�(�)

�1 �2 R µ

min
�

L(�, X )

� �1 �2 �1 < �2

Formulas for Hypothesis Testing Module April 21, 2020 2 / 2

0 1 �

�(�)

�1 �2 R µ

min
�

L(�, X )

� �1 �2 �1 < �2

Formulas for Hypothesis Testing Module April 21, 2020 2 / 2

�

�

Formulas for Hypothesis Testing Module January 11, 2021 2 / 2

�

�

L(�, �)

Formulas for Hypothesis Testing Module January 11, 2021 2 / 2

�

�

L(�, �)

min
�

L(�, �)

Formulas for Hypothesis Testing Module January 11, 2021 2 / 2

�

�

c�

L(�, �)

min
�

L(�, �)

Formulas for Hypothesis Testing Module January 11, 2021 2 / 2

Fig. S3. Landscape not exhibiting the OGP: diameter of one cluster is larger than distance between one pair of clusters.

David Gamarnik 5 of 9

Landscape not exhibiting the OGP: diameter of one cluster 
is larger than distance between one pair of clusters.

from D. Gamarnik, PNAS 2018
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Fig. S1. Clustering phase transition. Clustered sets are represented by blue colors and the exception sets are represented by the grey colored regions
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What is a Stable Algorithm?

- Definition: it refers to an algorithm whose output does not change significantly when small, 
random perturbations are made to its input. The algorithm is robust to minor changes or noise 
in the input, meaning its performance or result is not highly sensitive to such perturbations.

Examples:  

• Gradient Descent 
• SVMs 
• PCS  
• Convex Optimization Algorithms (Interior-Point Methods or Simplex Method) 
• Low degree polynomials (hence message-passing) 
• QAOA  
• …



Post-Quantum Cryptography (PQC)

Quantum computers can break widely-used cryptographic systems (e.g., RSA, ECC) by leveraging 
algorithms like Shor's algorithm.

PQC: Cryptographic algorithms designed to be secure against attacks by quantum computers. 

•Lattice-based Cryptography: Utilizes hard problems in lattice structures, such as Learning With Errors (LWE).

•Code-based Cryptography: Based on the difficulty of decoding random linear codes, such as McEliece 
cryptosystem.

•Hash-based Cryptography: Relies on the security of hash functions, used for digital signatures.

•Multivariate Cryptography: Solves systems of multivariate polynomial equations, considered hard for quantum 
computers.



Ajtai’s Function and high-dimensional Lattice problems

Lattice Problem: Consider a lattice  defined as , where  is a (random) basis matrix. 
Ajtai's function is related to the shortest vector problem (SVP) in this lattice.

ℒ ℒ = {B ⋅ z : z ∈ ℤn} B

Ajtai's Theorem:
Worst-Case to Average-Case Reduction: Ajtai showed that there exists an algorithmic  function    that 
maps a random instance of a lattice problem (like SVP) to a generic solution in polynomial time if and only 
if the corresponding worst-case problem is solvable in polynomial time.

f(x)

Hardness Guarantee: The function    in Ajtai's theorem ensures that if an efficient algorithm solves the average case of this 
function, then it can also solve the hardest instances of the problem.

f(x)

Generating Hard Instances of Lattice Problems
Extended abstract

M. Ajtai
IBM Almaden Research Center

650 Harry Road, San Jose, CA, 95120
e-mail: ajtai@almaden,ibm. com

ABSTRACT. We give a random class of lattices in
Zn whose elements can be generated together with a
short vector in them so that, if there is a probabilistic
polynomial time algorithm which finds a short vector in
a random lattice with a probability of at least ~ then
there is also a probabilistic polynomial time algorithm
which solves the following three lattice problems in ev-
e~g lattice in Zn with a probability exponentially close
to one. (1) Find the length of a shortest nonzero vec-
tor in an n-dimensional lattice, approximately, up to a
polynomial factor. (2) Find the shortest nonzero vector
in an n-dimensional lattice L where the shortest vector
v is unique in the sense that any other vector whose
length is at most n’ IIv]l is parallel to v, where c is a
sufficiently large absolute constant. (3) Find a basis
bl, . . . . bn in the n-dimensional lattice L whose length,
defined as rnax~=l Ilbi II, is the smallest possible up to a
polynomial factor. We get the following corollaries: if
for any of the mentioned worst-case problems there is
no polynomial time probabilistic solution then (a) there
is a one-way function (b) for any fixed ~ > e > 0 there
is a polynomial time computable function r(m) with
mc s log ~(m) s m2e, so that the randomized subset
sum problem: ~~=1 aizi s b (mod ~(m)), zi = 0, 1 for
i=l ,..., m, has no polynomial time probabilistic solu-
tion, where ai i = 1, . . . . n and b are chosen at random
with uniform distribution from the interval [1, r(m)].

Introduction. A large number of the existing tech-
niques of cryptography include the generation of a spe-
cific instance of a problem in IVP (together with a solu-
tion) which for some reason is thought to be difficult to
solve. As an example we may think about factorization.
Here a party of a cryptographic protocol is supposed to
provide a composite number m so that the factorization
of m is known to her but she has some serious reason
to believe that nobody else will be able to factor m.
The most compelling reason for such a belief would be
a mathematical proof of the fact that the prime factors
of m cannot be found in less then k step in some re-
alistic model of computation, where k is a very large
number. For the moment we do not have any proof of
this type, neither for specific numerical values of m and
k, nor in some asymptotic sense. In spite of the lack
of mathematical proofs, in two cases at least, we may
expect that a problem will be difficult to solve. One is
the class of IV.P-complete problems. Here we may say
that if there is a problem at all which is difficult to

Permission to make digital/hard copies of all or part of this material for
personal or clasareom use is granted without fee provided that the copies
are not made or ~stributed for ~rofit or commercialadvantage,the copy-
right notice, the title of thepubhcationand its dateappear,and notice is
given that copyright is by permission of the ACM, Inc. To copy otherwise,
to republish, to post on servers or to redistribute to lists, xequires specific
permission andlor fee.
STOC’96, Philadelphia PA, USA
Q 1996 ACM ()+9791-’785.5/96/()5. .$3.50

solve, then an iVP-complete problem will provide such
an example.

The other case is, if the problem is a very famous
question (e.g. factorization), which for a long time were
unsuccessfully attacked by the most able scientists. In
both cases it is reasonable to expect that the problem is
difiicult to solve. Unfortunately the expression “diflicult
to solve” means difficult to solve in the worst case. If
our task is to provide a specific instance of the problem,
these general principles do not provide any guidance
about how to create one.

It has been realized a long time ago that a possible
solution would be to find a set of randomly generated
problems and show that if there is an algorithm which
finds a solution of a random instance with a positive
probability, then there is also an algorithm which solves
one of the famous unsolved problems in the worst case.
(It does not really matter whether this “positive prob-
ability y“ is ~, c or ~, because taking many instances of
the problem and asking for a solution for each of them,
the probability y can be improved.)

In this paper we give such a class of random prob-
lems. In fact we give a random problem: find a short
vector in a certain class of random Iat t ices (whose el-
ements can be generated together with a short vector
in them), whose solution in the mentioned sense would
imply the solution of a group of related “famous” prob-
lems in the worst case. We mention here three of these
worst-case problems:
(PI) Find the length of a shortest non.zero vector in
an n dimensional lattice, approximately, up to a poly-
nomial factor.
(P2) Find the shortest non.zero vector in an n dimen-
sional lattice L where the shortest vector v is unique in
the sense that any other vector whose length is at most
n’ Ilvll is parallel to v, where c is a sufficiently large ab-
solute constant.
(P3) Finds basis bl, . . . . bn. in the n-dimensional lattice
L whose length, defined as max~=l //bi /1, is the srnadest
possible up to a polynomial fztor.

Remarks. 1. (P2) can be given in a more general
form. If a lattice L G Zn is given, then find all sublat-
tices L’ = V n L (by giving a basis in them), where V is
a d-dimensional subspace of Zn so that min{d, n – d} is
smaller than a constant and V (l L has a basis VI, . . . . vd
so that for al w ~ L\V, nca max$=l llv~ll < Ilwll, where
cd > 0 is sufficiently Laxge with respect to d, but does
not depend on anything else.

2. The random problem can be also formulated as
a linear simultaneous Diophantine approximation prob-
lem.

3. Although (PI) is not in lVF’ (we are not able to
check whether our estimate is good), still, our algorithm
will give a one-sided certificate. Namely we may get a
certificate which shows that there is no shorter vector
than the lower bound in our estimate. (This certificate

99
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Explicit case: Short Integer Solution (SIS) Problem

Find a short vector  such that   for a given random matrix . 
This problem is hard under Ajtai's worst-case to average-case reduction.

x ∈ ℤn A ⋅ x = 0 mod q A

Function Definition: 

The SIS function could be formally  written as

Observations: 
- the hardness of these problems (and the functions derived from them) is believed to hold even against quantum 

computers.
- not very efficient …

 .f(A) = {x : A ⋅ x = 0 mod q, ∥x∥  is small}



NIST PQC Standardization: The National Institute of Standards and Technology (NIST) has just 
approved a standard for PQC algorithms, with the first crypto system officially approved.

Open problem:

PQC algorithms may have larger key sizes and slower performance compared to traditional 
algorithms. There is a need for efficient crypto systems.

Post-Quantum Encryption Standards

Remark:



Collision problem

these rare events should not exist!



Simplest non convex neural device : 1-hidden layer, i.i.d. random associations

↵ =
# patterns

# weights
<latexit sha1_base64="qbFA79Xv6dN1qC50+uHJ3FXB2j0=">AAAJfnicrVZbb9s2FFZvi611a9o+9oVo4MFGHEdyHDtFIaDoUKBAhywDGqdIaAu0RNtEqUslqkkq8Gf0h/Vx/2UPO6TkSxIn7bAQNnB8rh+/c47kUcxZKizr7zt3791/8NNapWr+/PCXXx+tP37ST6Ms8eihF/Eo+TAiKeUspIeCCU4/xAklwYjTo9HH35X96DNNUhaF78V5TAcBmYRszDwiQOU+Xvtaw3kdnzE3x5RzxOQQBxlq4pRNAqLkBpbmSh8HxwGylzyRVmh/5tjNVqvVxIJxn6J9yACRpfKdWcvBfeZCeDwlaF9VKb0Rpp8y9hnhcUK8fF/m78B4Oq9u1g6uoCnANBywzPHMdEUaW+ZtVWNlIMIv1QdhQc9EfsrEVOrfsWNvtyFoOcP3S1wyfy85p2NRB/KSyHc1jWJKBakvE5tmgatBY0EyLenWOAhzFsB9RhAAtghhFo7FuUR0mG8V2hx7hKM/pJvvv5H1owbUTthkKhpmrQ+RGhNMhgR9ygL6SYViTsIJp5A9mqA+BOif4H3Gyn5LRYSrK0BO5CA0p+BY3lDcrB07gFEgH/CryJuAmrWZl1PSM+sc8hfjMGNO0+NTrqkDvhha+AzbaGs2XQ01fnpz8oT6ED4nz1IlF/dwL7hZUt/rku4qaqegNIMti5JAjcM1LVrAGPGMLuNYeKwAUzoXLhcgXbBcCyxgIQvYF3gm6FkuyL0G4g/1FFAWgcXS2tvvYbJuyKm6f4vdvGGAHLPm3Hq9K4ta7G/ZhJNkMhrkVmt3z+q1d5pWy+p2ezsdJeijt6xca7lqr+tHL9EP50KwkDpTY77T163uf87ZXEYq50MSzjalmI1ZOdQfhrdWbAsmLpRLd4Hnp+dHQgu3VAO2739nOB6Gjr0ZFlwfb/5ZD4fthlm+0Mp3QrF0eAPFRAiahKmUC90pVV0DlXnpuOsbqvyu3d1DVsvu7XZ7L0Dodtq7HRvZJbINozwH7vo37EdeFtBQeJyk6YltxWKQk0Qwj1Np4iylMfE+kgk9ATEkAU0Hub6/RDXQ+AgeV/CFZdHa5YicBGl6HozAMyBiml62KeUq20kmxnuDnIVxJmjoFYXGGUcwQerPCPJZQj3Bz0EgXsIAK/KmBGgDplLNwQt1uvMbXxX67Za90+r81dl49bpko2I8M54bdcM2esYr461xYBwa3to/leeVzUqzalR/q25VtwvXu3fKmKfGhVPd+xePdBzS</latexit>

control parameter:

<latexit sha1_base64="w581HsszZER1UultGxyAOqMU61U=">AAACa3icbVFdixMxFM2MX2vV3a77oKgPwVLoQhlmFlkFKSz64pNUsNuFpjtk0rQNm2SG5EZawrz4E33zH/jifzDTnQfd9ZKQk3PPzU1OikoKC2n6M4rv3L13/8Hew86jx0/2D7qHT89t6QzjE1bK0lwU1HIpNJ+AAMkvKsOpKiSfFlcfm/z0GzdWlPorbCs+V3SlxVIwCoHKu9/7BKjLCZfykig3IsA34K1Y6XpArFO5F6OsvvQEhFxw/LnG09w36qGo8SYXTdHxaNssHeIHpKAGb5rdEO/IY1Jj8r4dvumQDZMkGY5HhMpqTcOJebeXJuku8G2QtaCH2hjn3R9kUTKnuAYmqbWzLK1g7qkBwSSvO8RZXlF2RVd8FqCmitu533lV435gFnhZmjA14B37d4WnytqtKoJSUVjbm7mG/F9u5mD5bu6Frhxwza4bLZ3EUOLGeLwQhjOQ2wAoMyLcFbM1NZRB+J5OMCG7+eTb4PwkyU6Tky9vemcfWjv20Ev0Gg1Qht6iM/QJjdEEMfQr2o+eRc+j3/FR/CJ+dS2No7bmCP0Tcf8Plga4OA==</latexit>

{(x̄µ, yµ)} µ = 1, ..., P = ↵N

<latexit sha1_base64="x/yrm8fQRWNEPTzsKpbEL/mf300=">AAAClHicbVFda9swFJW9r877SjfYy17EQiCB4NlhrIXOkK0M9lQyWJpClBpZVhJRyRaSPGKEf9H+zd72byYnftjaXSR07rnn6kr3ZpIzbaLot+ffu//g4aOjx8GTp8+ev+gdv7zUZaUInZOSl+oqw5pyVtC5YYbTK6koFhmni+zmvI0vflClWVl8N7WkK4E3BVszgo2j0t7PATK4ShHl/BqJKkGG7ozVbFM0Q6QrkVqWxM21RYbxnMKLBi5S26rHrIG7lLVJo6Ruj2CA7BBlWMFd647hnh2hBqKzbtm2RDwOw3A8SxDmcovdlUF9KC0FjDvhkIUszMPOgzKJ301Gaa8fhdHe4F0Qd6APOpulvV8oL0klaGEIx1ov40ialcXKMMJpE6BKU4nJDd7QpYMFFlSv7L6pDRw4JofrUrldGLhn/86wWGhdi8wpBTZbfTvWkv+LLSuzPl1ZVsjK0IIcCq0rDk0J2wnBnClKDK8dwEQx91ZItlhhYtwcA9eE+PaX74LLSRh/CCff3venn7t2HIE34C0YghicgCn4CmZgDoh37J14U++T/9r/6J/7Xw5S3+tyXoF/zL/4A4xnwms=</latexit>

yµ = ±1 (i.i.d. p = 1/2)

<latexit sha1_base64="+/rX/sNIwxPJrDMGpQeRH7o9r30=">AAACnXicbVFbixMxFM6Mt7XeuvqmDwZLoYUyO1PEFWSgKIKKLBXsdqHpDplM2oZNZobkjLSE+Vf+Et/8N2baedBdDwn5zneuOSctpTAQhr89/9btO3fvHd3vPHj46PGT7vHTc1NUmvEZK2ShL1JquBQ5n4EAyS9KzalKJZ+nVx8a+/wH10YU+XfYlXyp6DoXK8EoOCrp/uwToFVCuJSXRFUxAb4Fa8Q6rwfEVCqxIo7qS0tAyIzjsxrPE9t4j0SNt4logobxrnk6fWIHJKUabxt1hPfskNSYvGuPbUpEoyAIRtOYUFluqEvZ2R5SYlEfeigVjtqIgQhEkAWthss4OhkPk24vDMK94JsgakEPtTJNur9IVrBK8RyYpMYsorCEpaUaBJO87pDK8JKyK7rmCwdzqrhZ2v10a9x3TIZXhXY3B7xn/46wVBmzU6nzVBQ25rqtIf9nW1Sweru0Ii8r4Dk7FFpVEkOBm1XhTGjOQO4coEwL1ytmG6opA7fQjhtCdP3LN8H5OIjeBONvr3uT9+04jtAL9AoNUIRO0QR9QlM0Q8x77k28z94X/6X/0f/qnx1cfa+NeYb+EX/+B1iqxj0=</latexit>

xµ
`i = ±1 (i.i.d. p = 1/2)

training set:

Non convex also for K=1 (perceptron)

A := [x1 , x2 , . . . , xP ]

Find  W   such that with yA(W) = y {Wi = ± 1}, i.e.     sign(φ(∑
i

Wi xμ
i )) = yμ ∀μ

Ñ ⌘ N

K<latexit sha1_base64="Pdh0QlVw4GNTAlmN+ARgJECN4yg=">AAACbXicbVFdaxQxFM2MX3X92iq+WJHgslhhGWa0+IEUir4IhaWC2xY263Ine2c3NJkZk0xxCfPoD/TR3+CDf8HMdCpqPRA4nHsONzlJSymMjePvQXjp8pWr1zau927cvHX7Tn/z7qEpKs1xwgtZ6OMUDEqR48QKK/G41AgqlXiUnrxr5kenqI0o8o92XeJMwTIXmeBgvTTvfx0yt82+iLljKCUV9SemKrrLSkWTETNiqaBVWuEpq3tDJ3aTURRFI2aFXCAdv6Ej2oQ7eb/x+Mi5C2S5Ajque+d+b/5ciVPKMg3cjWu3X8/7gziKW9CLJOnIgHQ4mPe/sUXBK4W55RKMmSZxaWcOtBVcot9VGSyBn8ASp57moNDMXFtXTYdeWdCs0P7klrbqnwkHypi1Sr1TgV2Zf2eN+L/ZtLLZq5kTeVlZzPnZoqyS1Ba06Z4uhEZu5doT4Fr4u1K+At+C9T/UdvC6wYvfL75IDp9FyfNo58POYO9t18YG2SKPyTZJyEuyR96TAzIhnPwINoMHwVbwM7wfPgwfnVnDoMvcI38hfPIL5xW1kw==</latexit>

i = 1, ..., Ñ
<latexit sha1_base64="rUM8TF4kCuGVUeb6xka1SplCJMo=">AAACjnicbVHRShwxFM1Mbatb2471sS/BRbCwDDNWrKVdlPoiCIuFrgqb7ZLJ3tkNJjPTJCMuYX7H/+mjf9PMOIpWDwQO5557b3KSFIJrE0U3nv9i6eWr18srnTerb9+9D9Y+nOq8VAyGLBe5Ok+oBsEzGBpuBJwXCqhMBJwlF4d1/ewSlOZ59sssChhLOst4yhk1TpoE15vEbpErPrEEhMC8+k1kiXtE85mkNf9Eqs6znj4pJI4fOHEj1H7ej3thGPaI4WIKeOAGuMZWPHbzrLPfeago5hQP6i2tHRP4U/JLTFJFmR1U9riaBN0ojBrgpyRuSRe1OJkEf8k0Z6WEzDBBtR7FUWHGlirDmYCqQ0oNBWUXdAYjRzMqQY9tk2eFN50yxWmu3MkMbtSHHZZKrRcycU5JzVz/X6vF52qj0qR7Y8uzojSQsdtFaSmwyXH9OXjKFTAjFo5Qpri7K2Zz6lIw7gubDL7W2L1/8VNyuh3Gn8Odnzvdgx9tGsvoI9pAWyhGX9ABOkInaIiYt+pte9+8737g7/p9f//W6nttzzp6BP/oH2aawMM=</latexit>

` = 1, ...,K
<latexit sha1_base64="DKNOj4zuz6QlVR1jPtbuFZkdZZQ=">AAACjXicbZHRShwxFIYzo23t2NZte9mb4LJgYRlmrG2trUX0woKwKHRV2GyXTPbMbjCZGZOMdAnzOH2gXvZtzIzTYtUfAj//+Q4nOUkKwbWJoj+ev7T86PGTlafB6rPnL9Y6L1+d6rxUDIYsF7k6T6gGwTMYGm4EnBcKqEwEnCUXB3X97AqU5nn23SwKGEs6y3jKGTUumnR+9YjdID/5xBIQAvPqB5El7hPNZ5LW/i2pggeZXVJIHN8icRM0PN+N+2EY9onhYgp4ENSNbXYU9Kyj/xJUFHOKB/WQFsYELkt+hUmqKLODyh5Vk043CqNG+L6JW9NFrY4nnd9kmrNSQmaYoFqP4qgwY0uV4UxAFZBSQ0HZBZ3ByNmMStBj26yzwj2XTHGaK3cyg5v0doelUuuFTBwpqZnru7U6fKg2Kk26PbY8K0oDGbsZlJYCmxzXf4OnXAEzYuEMZYq7u2I2p24Lxv1gs4NPtT78e/F9c7oZxu/CrZOt7t5+u40V9Aatow0Uo49oD31Dx2iImLfqxd6O99lf89/7X/yvN6jvtT2v0X/yD68BQyLAPA==</latexit>

w`i
<latexit sha1_base64="WAdCArT2tjP0to7944WC02PJV/0=">AAACmXicbVFda9swFJW9r877yrqHPfRFLAQ6CMbuyrY+BLoWtrJC6NjSFqIsyMp1IirZniR3DcI/qj9lj/03lV2vdGsPCA7nnqsrnZsUgmsTRReef+/+g4ePVh4HT54+e/6i83L1UOelYjBiucjVcUI1CJ7ByHAj4LhQQGUi4Cg52a3rR6egNM+zH2ZZwETSecZTzqhx0rRz3iN2nZzxqSUgBObVTyJL3CeazyWt+VtSBXd6BqSQOL7hxI3Q+Pkg7odh2CeGixngobvBdbbiftCzzv7XQkWxoHhYT2ndmMCvkp9ikirK7LCy+1Xw+3r4tNONwqgBvk3ilnRRi4Np5w+Z5ayUkBkmqNbjOCrMxFJlOBNQBaTUUFB2QucwdjSjEvTENtFWuOeUGU5z5U5mcKPe7LBUar2UiXNKahb6/1ot3lUblyb9OLE8K0oDGbsalJYCmxzXe8IzroAZsXSEMsXdWzFbUBeIcdtsMtiq8f76x7fJ4UYYvws3v212t3faNFbQGnqD1lGMPqBttIcO0Agx77U38D57X/w1/5O/53+9svpe2/MK/QP/+yXbBsTT</latexit>

<latexit sha1_base64="Ph6pWUGlhzIcrIHrrLaajCAr0Vc=">AAACHHicbZDLSgMxFIYz9V5vVZdugqVQN2WmiropiG5ciYK1hU47ZNK0hiaZITkjLUMfxI2v4saFIm5cCL6NaZ2Ftx8CH/85h5Pzh7HgBlz3w8nNzM7NLywu5ZdXVtfWCxub1yZKNGV1GolIN0NimOCK1YGDYM1YMyJDwRrh4HRSb9wybXikrmAUs7YkfcV7nBKwVlDYK41qPrAhpIb31bjsm0QGKa954845bgQcDwPe8WWym/dDovFwwkGh6FbcqfBf8DIookwXQeHN70Y0kUwBFcSYlufG0E6JBk4FG+f9xLCY0AHps5ZFRSQz7XR63BiXrNPFvUjbpwBP3e8TKZHGjGRoOyWBG/O7NjH/q7US6B21U67iBJiiX4t6icAQ4UlSuMs1oyBGFgjV3P4V0xuiCQWbZ96G4P0++S9cVyveQaV6uV88PsniWETbaAeVkYcO0TE6Qxeojii6Qw/oCT07986j8+K8frXmnGxmC/2Q8/4J40qhOw==</latexit>

x̄µ

<latexit sha1_base64="YOhKyYt9wlEbWocv0yXeVv9Lu58=">AAACqnicbVHbjtMwEHXCbQm3Ao+8WFQVrVSFpEKAhCKt4IUXUEG0XVR3I8dxW2vtJLInqJWVj+MXeONvcNqIyy4jWz5z5uqZrJLCQBT99Pxr12/cvHVyO7hz9979B72Hj+amrDXjM1bKUp9l1HApCj4DAZKfVZpTlUm+yC7etfbFN66NKIsvsK/4StFNIdaCUXBU2vs+IEDrlHApz4mqEwJ8B9aITdEMialVakUSN+eWgJA5xx8bvEht641Fg3epaINGyb59ggGxQ5JRjXetOsYHdkQaTN50x7Yl4nEYhuNpQqisttSlDAa73zmPTVQKx13IUIQizMNOw1USP5+MBsGfLtJePwqjg+CrIO5AH3UyTXs/SF6yWvECmKTGLOOogpWlGgSTvAlIbXhF2QXd8KWDBVXcrOxh1A0eOCbH61K7WwA+sH9HWKqM2avMeSoKW3PZ1pL/sy1rWL9eWVFUNfCCHQuta4mhxO3ecC40ZyD3DlCmhesVsy3VlIHbbuCGEF/+8lUwn4Txy3Dy6UX/9G03jhP0BD1FQxSjV+gUvUdTNEPMe+Z98Obewh/7n/2v/vLo6ntdzGP0j/j5L45bytc=</latexit>

W`i

y = sign( φ(h) )

h =
K

∑
ℓ=1

sign (
N/K

∑
i=1

Wℓ,ixℓ,i)



Simplest non convex neural device : 1-hidden layer, i.i.d. random associations

↵ =
# patterns

# weights
<latexit sha1_base64="qbFA79Xv6dN1qC50+uHJ3FXB2j0=">AAAJfnicrVZbb9s2FFZvi611a9o+9oVo4MFGHEdyHDtFIaDoUKBAhywDGqdIaAu0RNtEqUslqkkq8Gf0h/Vx/2UPO6TkSxIn7bAQNnB8rh+/c47kUcxZKizr7zt3791/8NNapWr+/PCXXx+tP37ST6Ms8eihF/Eo+TAiKeUspIeCCU4/xAklwYjTo9HH35X96DNNUhaF78V5TAcBmYRszDwiQOU+Xvtaw3kdnzE3x5RzxOQQBxlq4pRNAqLkBpbmSh8HxwGylzyRVmh/5tjNVqvVxIJxn6J9yACRpfKdWcvBfeZCeDwlaF9VKb0Rpp8y9hnhcUK8fF/m78B4Oq9u1g6uoCnANBywzPHMdEUaW+ZtVWNlIMIv1QdhQc9EfsrEVOrfsWNvtyFoOcP3S1wyfy85p2NRB/KSyHc1jWJKBakvE5tmgatBY0EyLenWOAhzFsB9RhAAtghhFo7FuUR0mG8V2hx7hKM/pJvvv5H1owbUTthkKhpmrQ+RGhNMhgR9ygL6SYViTsIJp5A9mqA+BOif4H3Gyn5LRYSrK0BO5CA0p+BY3lDcrB07gFEgH/CryJuAmrWZl1PSM+sc8hfjMGNO0+NTrqkDvhha+AzbaGs2XQ01fnpz8oT6ED4nz1IlF/dwL7hZUt/rku4qaqegNIMti5JAjcM1LVrAGPGMLuNYeKwAUzoXLhcgXbBcCyxgIQvYF3gm6FkuyL0G4g/1FFAWgcXS2tvvYbJuyKm6f4vdvGGAHLPm3Hq9K4ta7G/ZhJNkMhrkVmt3z+q1d5pWy+p2ezsdJeijt6xca7lqr+tHL9EP50KwkDpTY77T163uf87ZXEYq50MSzjalmI1ZOdQfhrdWbAsmLpRLd4Hnp+dHQgu3VAO2739nOB6Gjr0ZFlwfb/5ZD4fthlm+0Mp3QrF0eAPFRAiahKmUC90pVV0DlXnpuOsbqvyu3d1DVsvu7XZ7L0Dodtq7HRvZJbINozwH7vo37EdeFtBQeJyk6YltxWKQk0Qwj1Np4iylMfE+kgk9ATEkAU0Hub6/RDXQ+AgeV/CFZdHa5YicBGl6HozAMyBiml62KeUq20kmxnuDnIVxJmjoFYXGGUcwQerPCPJZQj3Bz0EgXsIAK/KmBGgDplLNwQt1uvMbXxX67Za90+r81dl49bpko2I8M54bdcM2esYr461xYBwa3to/leeVzUqzalR/q25VtwvXu3fKmKfGhVPd+xePdBzS</latexit>

control parameter:

<latexit sha1_base64="w581HsszZER1UultGxyAOqMU61U=">AAACa3icbVFdixMxFM2MX2vV3a77oKgPwVLoQhlmFlkFKSz64pNUsNuFpjtk0rQNm2SG5EZawrz4E33zH/jifzDTnQfd9ZKQk3PPzU1OikoKC2n6M4rv3L13/8Hew86jx0/2D7qHT89t6QzjE1bK0lwU1HIpNJ+AAMkvKsOpKiSfFlcfm/z0GzdWlPorbCs+V3SlxVIwCoHKu9/7BKjLCZfykig3IsA34K1Y6XpArFO5F6OsvvQEhFxw/LnG09w36qGo8SYXTdHxaNssHeIHpKAGb5rdEO/IY1Jj8r4dvumQDZMkGY5HhMpqTcOJebeXJuku8G2QtaCH2hjn3R9kUTKnuAYmqbWzLK1g7qkBwSSvO8RZXlF2RVd8FqCmitu533lV435gFnhZmjA14B37d4WnytqtKoJSUVjbm7mG/F9u5mD5bu6Frhxwza4bLZ3EUOLGeLwQhjOQ2wAoMyLcFbM1NZRB+J5OMCG7+eTb4PwkyU6Tky9vemcfWjv20Ev0Gg1Qht6iM/QJjdEEMfQr2o+eRc+j3/FR/CJ+dS2No7bmCP0Tcf8Plga4OA==</latexit>

{(x̄µ, yµ)} µ = 1, ..., P = ↵N

<latexit sha1_base64="x/yrm8fQRWNEPTzsKpbEL/mf300=">AAAClHicbVFda9swFJW9r877SjfYy17EQiCB4NlhrIXOkK0M9lQyWJpClBpZVhJRyRaSPGKEf9H+zd72byYnftjaXSR07rnn6kr3ZpIzbaLot+ffu//g4aOjx8GTp8+ev+gdv7zUZaUInZOSl+oqw5pyVtC5YYbTK6koFhmni+zmvI0vflClWVl8N7WkK4E3BVszgo2j0t7PATK4ShHl/BqJKkGG7ozVbFM0Q6QrkVqWxM21RYbxnMKLBi5S26rHrIG7lLVJo6Ruj2CA7BBlWMFd647hnh2hBqKzbtm2RDwOw3A8SxDmcovdlUF9KC0FjDvhkIUszMPOgzKJ301Gaa8fhdHe4F0Qd6APOpulvV8oL0klaGEIx1ov40ialcXKMMJpE6BKU4nJDd7QpYMFFlSv7L6pDRw4JofrUrldGLhn/86wWGhdi8wpBTZbfTvWkv+LLSuzPl1ZVsjK0IIcCq0rDk0J2wnBnClKDK8dwEQx91ZItlhhYtwcA9eE+PaX74LLSRh/CCff3venn7t2HIE34C0YghicgCn4CmZgDoh37J14U++T/9r/6J/7Xw5S3+tyXoF/zL/4A4xnwms=</latexit>

yµ = ±1 (i.i.d. p = 1/2)

<latexit sha1_base64="+/rX/sNIwxPJrDMGpQeRH7o9r30=">AAACnXicbVFbixMxFM6Mt7XeuvqmDwZLoYUyO1PEFWSgKIKKLBXsdqHpDplM2oZNZobkjLSE+Vf+Et/8N2baedBdDwn5zneuOSctpTAQhr89/9btO3fvHd3vPHj46PGT7vHTc1NUmvEZK2ShL1JquBQ5n4EAyS9KzalKJZ+nVx8a+/wH10YU+XfYlXyp6DoXK8EoOCrp/uwToFVCuJSXRFUxAb4Fa8Q6rwfEVCqxIo7qS0tAyIzjsxrPE9t4j0SNt4logobxrnk6fWIHJKUabxt1hPfskNSYvGuPbUpEoyAIRtOYUFluqEvZ2R5SYlEfeigVjtqIgQhEkAWthss4OhkPk24vDMK94JsgakEPtTJNur9IVrBK8RyYpMYsorCEpaUaBJO87pDK8JKyK7rmCwdzqrhZ2v10a9x3TIZXhXY3B7xn/46wVBmzU6nzVBQ25rqtIf9nW1Sweru0Ii8r4Dk7FFpVEkOBm1XhTGjOQO4coEwL1ytmG6opA7fQjhtCdP3LN8H5OIjeBONvr3uT9+04jtAL9AoNUIRO0QR9QlM0Q8x77k28z94X/6X/0f/qnx1cfa+NeYb+EX/+B1iqxj0=</latexit>

xµ
`i = ±1 (i.i.d. p = 1/2)

training set:

Non convex also for K=1 (perceptron)

A := [x1 , x2 , . . . , xP ]

Find  W   such that with yA(W) = y {Wi = ± 1}, i.e.     sign(φ(∑
i

Wi xμ
i )) = yμ ∀μ

Ñ ⌘ N

K<latexit sha1_base64="Pdh0QlVw4GNTAlmN+ARgJECN4yg=">AAACbXicbVFdaxQxFM2MX3X92iq+WJHgslhhGWa0+IEUir4IhaWC2xY263Ine2c3NJkZk0xxCfPoD/TR3+CDf8HMdCpqPRA4nHsONzlJSymMjePvQXjp8pWr1zau927cvHX7Tn/z7qEpKs1xwgtZ6OMUDEqR48QKK/G41AgqlXiUnrxr5kenqI0o8o92XeJMwTIXmeBgvTTvfx0yt82+iLljKCUV9SemKrrLSkWTETNiqaBVWuEpq3tDJ3aTURRFI2aFXCAdv6Ej2oQ7eb/x+Mi5C2S5Ajque+d+b/5ciVPKMg3cjWu3X8/7gziKW9CLJOnIgHQ4mPe/sUXBK4W55RKMmSZxaWcOtBVcot9VGSyBn8ASp57moNDMXFtXTYdeWdCs0P7klrbqnwkHypi1Sr1TgV2Zf2eN+L/ZtLLZq5kTeVlZzPnZoqyS1Ba06Z4uhEZu5doT4Fr4u1K+At+C9T/UdvC6wYvfL75IDp9FyfNo58POYO9t18YG2SKPyTZJyEuyR96TAzIhnPwINoMHwVbwM7wfPgwfnVnDoMvcI38hfPIL5xW1kw==</latexit>

i = 1, ..., Ñ
<latexit sha1_base64="rUM8TF4kCuGVUeb6xka1SplCJMo=">AAACjnicbVHRShwxFM1Mbatb2471sS/BRbCwDDNWrKVdlPoiCIuFrgqb7ZLJ3tkNJjPTJCMuYX7H/+mjf9PMOIpWDwQO5557b3KSFIJrE0U3nv9i6eWr18srnTerb9+9D9Y+nOq8VAyGLBe5Ok+oBsEzGBpuBJwXCqhMBJwlF4d1/ewSlOZ59sssChhLOst4yhk1TpoE15vEbpErPrEEhMC8+k1kiXtE85mkNf9Eqs6znj4pJI4fOHEj1H7ej3thGPaI4WIKeOAGuMZWPHbzrLPfeago5hQP6i2tHRP4U/JLTFJFmR1U9riaBN0ojBrgpyRuSRe1OJkEf8k0Z6WEzDBBtR7FUWHGlirDmYCqQ0oNBWUXdAYjRzMqQY9tk2eFN50yxWmu3MkMbtSHHZZKrRcycU5JzVz/X6vF52qj0qR7Y8uzojSQsdtFaSmwyXH9OXjKFTAjFo5Qpri7K2Zz6lIw7gubDL7W2L1/8VNyuh3Gn8Odnzvdgx9tGsvoI9pAWyhGX9ABOkInaIiYt+pte9+8737g7/p9f//W6nttzzp6BP/oH2aawMM=</latexit>

` = 1, ...,K
<latexit sha1_base64="DKNOj4zuz6QlVR1jPtbuFZkdZZQ=">AAACjXicbZHRShwxFIYzo23t2NZte9mb4LJgYRlmrG2trUX0woKwKHRV2GyXTPbMbjCZGZOMdAnzOH2gXvZtzIzTYtUfAj//+Q4nOUkKwbWJoj+ev7T86PGTlafB6rPnL9Y6L1+d6rxUDIYsF7k6T6gGwTMYGm4EnBcKqEwEnCUXB3X97AqU5nn23SwKGEs6y3jKGTUumnR+9YjdID/5xBIQAvPqB5El7hPNZ5LW/i2pggeZXVJIHN8icRM0PN+N+2EY9onhYgp4ENSNbXYU9Kyj/xJUFHOKB/WQFsYELkt+hUmqKLODyh5Vk043CqNG+L6JW9NFrY4nnd9kmrNSQmaYoFqP4qgwY0uV4UxAFZBSQ0HZBZ3ByNmMStBj26yzwj2XTHGaK3cyg5v0doelUuuFTBwpqZnru7U6fKg2Kk26PbY8K0oDGbsZlJYCmxzXf4OnXAEzYuEMZYq7u2I2p24Lxv1gs4NPtT78e/F9c7oZxu/CrZOt7t5+u40V9Aatow0Uo49oD31Dx2iImLfqxd6O99lf89/7X/yvN6jvtT2v0X/yD68BQyLAPA==</latexit>

w`i
<latexit sha1_base64="WAdCArT2tjP0to7944WC02PJV/0=">AAACmXicbVFda9swFJW9r877yrqHPfRFLAQ6CMbuyrY+BLoWtrJC6NjSFqIsyMp1IirZniR3DcI/qj9lj/03lV2vdGsPCA7nnqsrnZsUgmsTRReef+/+g4ePVh4HT54+e/6i83L1UOelYjBiucjVcUI1CJ7ByHAj4LhQQGUi4Cg52a3rR6egNM+zH2ZZwETSecZTzqhx0rRz3iN2nZzxqSUgBObVTyJL3CeazyWt+VtSBXd6BqSQOL7hxI3Q+Pkg7odh2CeGixngobvBdbbiftCzzv7XQkWxoHhYT2ndmMCvkp9ikirK7LCy+1Xw+3r4tNONwqgBvk3ilnRRi4Np5w+Z5ayUkBkmqNbjOCrMxFJlOBNQBaTUUFB2QucwdjSjEvTENtFWuOeUGU5z5U5mcKPe7LBUar2UiXNKahb6/1ot3lUblyb9OLE8K0oDGbsalJYCmxzXe8IzroAZsXSEMsXdWzFbUBeIcdtsMtiq8f76x7fJ4UYYvws3v212t3faNFbQGnqD1lGMPqBttIcO0Agx77U38D57X/w1/5O/53+9svpe2/MK/QP/+yXbBsTT</latexit>

<latexit sha1_base64="Ph6pWUGlhzIcrIHrrLaajCAr0Vc=">AAACHHicbZDLSgMxFIYz9V5vVZdugqVQN2WmiropiG5ciYK1hU47ZNK0hiaZITkjLUMfxI2v4saFIm5cCL6NaZ2Ftx8CH/85h5Pzh7HgBlz3w8nNzM7NLywu5ZdXVtfWCxub1yZKNGV1GolIN0NimOCK1YGDYM1YMyJDwRrh4HRSb9wybXikrmAUs7YkfcV7nBKwVlDYK41qPrAhpIb31bjsm0QGKa954845bgQcDwPe8WWym/dDovFwwkGh6FbcqfBf8DIookwXQeHN70Y0kUwBFcSYlufG0E6JBk4FG+f9xLCY0AHps5ZFRSQz7XR63BiXrNPFvUjbpwBP3e8TKZHGjGRoOyWBG/O7NjH/q7US6B21U67iBJiiX4t6icAQ4UlSuMs1oyBGFgjV3P4V0xuiCQWbZ96G4P0++S9cVyveQaV6uV88PsniWETbaAeVkYcO0TE6Qxeojii6Qw/oCT07986j8+K8frXmnGxmC/2Q8/4J40qhOw==</latexit>

x̄µ

<latexit sha1_base64="YOhKyYt9wlEbWocv0yXeVv9Lu58=">AAACqnicbVHbjtMwEHXCbQm3Ao+8WFQVrVSFpEKAhCKt4IUXUEG0XVR3I8dxW2vtJLInqJWVj+MXeONvcNqIyy4jWz5z5uqZrJLCQBT99Pxr12/cvHVyO7hz9979B72Hj+amrDXjM1bKUp9l1HApCj4DAZKfVZpTlUm+yC7etfbFN66NKIsvsK/4StFNIdaCUXBU2vs+IEDrlHApz4mqEwJ8B9aITdEMialVakUSN+eWgJA5xx8bvEht641Fg3epaINGyb59ggGxQ5JRjXetOsYHdkQaTN50x7Yl4nEYhuNpQqisttSlDAa73zmPTVQKx13IUIQizMNOw1USP5+MBsGfLtJePwqjg+CrIO5AH3UyTXs/SF6yWvECmKTGLOOogpWlGgSTvAlIbXhF2QXd8KWDBVXcrOxh1A0eOCbH61K7WwA+sH9HWKqM2avMeSoKW3PZ1pL/sy1rWL9eWVFUNfCCHQuta4mhxO3ecC40ZyD3DlCmhesVsy3VlIHbbuCGEF/+8lUwn4Txy3Dy6UX/9G03jhP0BD1FQxSjV+gUvUdTNEPMe+Z98Obewh/7n/2v/vLo6ntdzGP0j/j5L45bytc=</latexit>

W`i

y = sign( φ(h) )

h =
K

∑
ℓ=1

sign (
N/K

∑
i=1

Wℓ,ixℓ,i)

We will need to generalize this model through  to obtain the 
computational bounds we need for the collision problem

φ



•Inversion (learning): given disorder   and labels ,  find any 
set of weights  such that , assuming such  exists.

•Teacher-student:  given disorder  and labels  for 
uniformly sampled , find any  such that 

• Collision finding: given disorder , find any two  such 
that           (unexplored so far).

A ∈ RP×N y ∈ {−1,1}P

W ∈ {−1,1}N yA(W) = y W

A ∈ RP×N ŷ = yA(W) ∈ {−1,1}P

W ∈ {−1,1}N W′ ∈ {−1,1}N yA(W′ ) = ŷ

A ∈ RP×N W ≠ W′ ∈ {−1,1}N

yA(W) = yA(W′ )

Computational challenges in non-convex NN:

  random matrix  composed by    -dim random rows A ∈ RP×N P N xμ

x1

x2

xP

( (A :=



Collision finding:

The input is simply the function  itself, and the problem is to find a collision, defined as a pair of 

distinct  such that    .  

yA

W ≠ W′ yA(W) = yA(W′ )

Collision Resistant Hash Functions

 Def.:  A hash function family  is said to be collision resistant, if for any polynomial-
time algorithm  and any constant , it holds that,





where the randomness is taken over a uniform random choice of , and the random coins used by .

ℋ = {h : X → Y}
A( ⋅ ) c > 0

Pr
A, h∈Rℋ

[h(x) = h(y) ∧ x ≠ y ∣ (x, y) ← A] = o (n−c),

h A



The Generalised Binary Perceptron model(s)

 In order to fit our model to a set of random inputs  and labels , we need to impose that 
the stability  is larger than zero

xμ yμ

Δμ

Δμ(w) ≡ yμφ ( 1

N ∑
i

wix
μ
i ) ≥ 0 , for any .μ ∈ [P]

   where  ,   are binary variables, and  is  a -dimensional patternh ≡
1

N ∑
i

wixi wi x N

̂y = sign ( )φ(h)



Construction of a Hash Function Using a random  NN 

Input: Consider an input vector   from the space of possible inputs (e.g., a message or file).W

Random Function Generation: Generate a set of  random patternsP = αN

Hash Function: The hash function based on the GRW model can be defined as follows. 

y1(x) = sign (φ ( 1

N ∑
i

wix(1)
i ))

y2(x) = sign (φ ( 1

N ∑
i

wix(2)
i ))

yP(x) = sign (φ ( 1

N ∑
i

wix(P)
i ))

y : BN → BP



Some relevant examples  of non-linearities

•        standard binary perceptron model;


•    and  ,    symmetric perceptron;


•        reversed wedge perceptron; 


•       generalizalized reverse wedge perceptron, with  oscillations in .

φ(h) = h

φ(h) = κ − h yμ = 1

φ(h) = (h − γ)h(h + γ)

φ(h) =
K

∏
l=−K

(h +
lγ
K ) K [−γ, γ]

Indicator function ,     

    and   . 

𝕏x(w; κ) ≡
P

∏
μ=1

Θ (Δμ(w))

xμ
i ∼ 𝒩(0,1) α ≡

P
N
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The problem of Collisions

Given , and ,    find  ,    s.t.xμ, μ = 1,…, P xμ
i ∼ 𝒩(0,1) w(1) w(2)

sgn φ ( 1

N
w(1) ⋅ xμ) = sgn φ ( 1

N
w(2) ⋅ xμ) ∀μ

with  . c ≡ (w(1), w(2))

Indicator function :𝕏x(c)

𝕏x(c) ≡
P

∏
μ=1

∑
yμ

Θ (yμφ ( 1

N
w(1) ⋅ xμ)) Θ (yμφ ( 1

N
w(2) ⋅ xμ))

Partition function of collisions is      where . Zx ≡ ∫ dc 𝕏x(c; κc) dc ≡ dw(1)dw(2)



Geometric landscape collisions

Local entropy of collisions   :w̃ 1, w̃ 2

ln 𝒩ξ( w̃ 1, w̃ 2; d) ≡ ln∫ dw1dw2 𝕏ξ(w1, w2) δ (d [( w̃ (1), w̃ (2)), (w(1), w(2))] − d)

where  is a permutation invariant distance between two collisions.d [( w̃ (1), w̃ (2)), (w(1), w(2)]

Consider   and  with .ca = (w(1)
a , w(2)

a ) cb = (w(1)
b , w(2)

b ) a ≠ b

d (ca, cb) = min
π∈𝒮2

1
2

2

∑
s=1

d (w(s)
a − wπ(s)

b ) = min
π∈𝒮2

1
2

2

∑
s=1

1
4N

N

∑
i=1

(w(s)
ai − wπ(s)

bi )
2

= min
π∈𝒮2

1
2

2

∑
s=1

1
2 (1 −

1
N

w(s)
a ⋅ wπ(s)

b ) =
1
4

max
π∈𝒮2

2

∑
s=1

(1 − qab
sπ(s)) =

1
2

(1 − p)

with  the overlap on the diagonal 
of the overlap matrix  

p
qab

st

(thanks to the symmetry, we have that the overlap , and we can choose  to be the identity) qab
1π(1) = qab

2π(2) π



p

q1q0



Free entropy  in the annealed approximation, i.e.ϕy(d)
	

	ϕy(d) ≤ ϕA
y (d) = lim

yN→∞

1
yN

ln 𝔼x𝒩y(d; x)

Since  is a non-negative and integer valued random variable, by Markov inequality we get 𝒩y(d; x)

	P(𝒩y(d; x) > 0) ≤ 𝔼x𝒩y(d; x) = eyNϕA
y (d)

If   for    then  for large . ϕA
y (d) ≤ 0 α ≥ αUB

c (d) P(𝒩y(d; x) > 0) → 0 N

   ⇒  no  collisions at a fixed distance  to one another. α ≥ αUB
c (d) d

Note:  that  is only an upper bound to the true value (i.e. it might be that the true  is lower than that).αUB
c (d) αc



Generalised Reverse Wedge model

      generalizalized reverse wedge perceptron, with  oscillations in .φ(h) =
K

∏
l=−K

(h +
lγ
K ) K [−γ, γ]

h

In the large  limit, the computation simplifies:         K lim
N→∞

K
N

→ 0 , and next K ≫ 1



Conclusions

Statistical physics of highly non-convex random systems and Crypto are very close

Spin glass theory used for crypto-systems design

These are just first steps, we conjecture we can prove CRH w.r.t. stable algorithms

Marco Benedetti, Andrej Bogdanov, Enrico Malatesta, Marc Mezard, Gianmarco 
Perrupato, Alon Rosen, Nikolaj I. Schwartzbach , and Riccardo Zecchina



  

More e3cient algorithms 3: Quantum Annealing

● Quantum annealing strategy: use quantum fluctuations (rather than 
thermal fluctuations) to overcome energetic barriers

– Classical energy function + quantum perturbation, slowly send the 
perturbation to zero

● Thus far: unclear if "true" QA really helps, compared to standard 
annealing, in any relevant concrete scenario

classical
part

transverse field
(send Γ to 0)

Quantum Annealing for non convex learning devices

QA detour



  

QA: Suzuki-Trotter transformation

● Partition function transformation → "effective" replicated classical 
Hamiltonian (with infinite replicas, y→∞)

● Can be simulated with MCMC (finite y) → Quantum Simulated 
Annealing (QSA)

QA detour



  

Quantum annealing vs Robust ensemble

● Effective Hamiltonian after Suzuki-Trotter transformation: very similar 
to the robust ensemble description...

original
factor graph

QA

RE

C. Baldassi, R. Zecchina, PNAS 2018

QA detour



 

QSA on binary neural networks study
● Analytical calculations + numerical experiments + comparison with 

true QA in small instances

● Ends up in the dense states (exponential speed-up w.r.t. thermal 
annealing – a physical device would work in ~O(1)...)

● QA lowers kinetic energy by delocalizing → favors dense 
regions

C. Baldassi, R. Zecchina, PNAS 2018

(DWave-like)

QA detour


