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Contribution ID: 1 Type: not specified

Cheetah: Bridging the Gap Between Machine
Learning and Particle Accelerator Physics with

High-Speed, Differentiable Simulations
Monday 23 September 2024 11:30 (20 minutes)

Machine learning has emerged as a powerful solution to the modern challenges in accelerator
physics. However, the limited availability of beam time, the computational cost of simulations,
and the high-dimensionality of optimisation problems pose significant challenges in generating
the required data for training state-of-the-art machine learning models. In this work, we introduce
Cheetah, a PyTorch-based high-speed differentiable linear beam dynamics code. Cheetah enables
the fast collection of large data sets by reducing computation times by multiple orders of magnitude
and facilitates efficient gradient-based optimisation for accelerator tuning and system identifica-
tion. This positions Cheetah as a user-friendly, readily extensible tool that integrates seamlessly
with widely adopted machine learning tools. We showcase the utility of Cheetah through five
examples, including reinforcement learning training, gradient-based beamline tuning, gradient-
based system identification, physics-informed Bayesian optimisation priors, and modular neural
network surrogate modelling of space charge effects. The use of such a high-speed differentiable
simulation code will simplify the development of machine learning-based methods for particle
accelerators and fast-track their integration into everyday operations of accelerator facilities.

Primary authors: KAISER, Jan; XU, Chenran; EICHLER, Annika (DESY); SANTAMARIA GAR-
CIA, Andrea

Presenter: KAISER, Jan
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Contribution ID: 2 Type: not specified

Machine learning based design optimization for the
search of neutrinoless double-beta decay with

LEGEND
Monday 23 September 2024 16:55 (20 minutes)

Cosmic muon interactions leading to the in-situ production of long-lived radioisotopes may intro-
duce a significant background in the context of rare event searches conducted deep underground.
Specifically, the delayed decay of 77(m)Ge emerges as the primary contributor from in-situ cos-
mogenic sources for the neutrinoless double-beta decay search with 76Ge. The future LEGEND-
1000 experiment, aiming for a ton-scale setup, necessitates a stringent requirement of a total back-
ground less than 10−5cts/(keV · kg · yr). Neutron backgrounds are closely tied to factors such
as laboratory depth, shielding material, and cryostat design. The incorporation of passive neutron
moderators results in a reduced background contribution. In order to determine the most effective
shield design, computationally intensive Geant4 Monte Carlo simulations need to be generated
multiple times to probe the high-dimensional parameter spaces. Traditional Monte Carlo simu-
lations, however, may prove time-consuming and challenging when addressing full optimization
across numerous parameter spaces. This renders conventional methods, such as grid searches,
computationally infeasible. Machine learning emerges as a valuable tool, not only for accelerating
common modeling but also for minimizing the reliance on computationally expensive standard
Monte Carlo methods. We outline a study of a Multi-Fidelity Gaussian Process combined with a
Conditional Neural Process, showcasing its application in a small-scale context based on various
neutron moderator configurations. The approach presented holds the potential for adaptability in
exploring alternative detector shielding designs for 76Ge experiments, such as LEGEND.

Primary author: Dr SCHUETZ, Ann-Kathrin (Lawrence Berkeley National Laboratory)

Co-author: Prof. LI, Aobo (University of California San Diego)

Presenter: Dr SCHUETZ, Ann-Kathrin (Lawrence Berkeley National Laboratory)
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Contribution ID: 4 Type: not specified

Muographic Image Up-Sampling with Machine
Learning for Built Infrastructure Applications

Wednesday 25 September 2024 09:40 (20 minutes)

In the civil engineering industry, there is an increasing demand for innovative non-destructive
evaluation methods, especially for critical infrastructure such as bridges, as current techniques
fall short. Muography, a non-invasive technique, constructs three-dimensional density maps by
detecting the interactions of naturally occurring cosmic-ray muons within the scanned volume.
Due to their high momenta, cosmic-ray muons can penetrate to depths where other techniques
falter, and since the source is natural, there are no safety risks involved. However, the reliance on
a natural source imposes a constraint on the muon flux, resulting in prolonged acquisition times
and noisy image reconstructions. Framing the problem as an image processing task, we employ a
convolutional-based supervised machine learning approach to map 2-dimensional under-sampled
muography images to their high-sampled counterpart. We propose using a conditional generative
adversarial network (cGAN), trained on data produced by Geant4 Monte-Carlo simulations, to
learn the generalized mappings and investigate up-sampling limits. A discussion on the design and
operation of the current simulations and model, as well as preliminary results, will be provided.

Primary author: Mr O’DONNELL, William (University of Glasgow)

Co-authors: Dr MAHON, David (University of Glasgow); Dr YANG, Guangliang (University of
Glasgow); Dr GARDNER, Simon (University of Glasgow)

Presenter: Mr O’DONNELL, William (University of Glasgow)
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Contribution ID: 5 Type: not specified

Algorithmic Derivatives of Electromagnetic Shower
Simulations

Monday 23 September 2024 15:30 (20 minutes)

Applying algorithmic differentiation to particle simulations like Geant4 would allow us to evalu-
ate derivatives of simulation outputs with respect to inputs, e.g. of the mean energy depositions
in calorimeter layers with respect to geometry parameters. Such derivatives could become in-
strumental for a number of application like detector optimization or parameter fitting in HEP.
However, besides the technical challenge of applying AD to over one million lines of code, there is
a number of mathematical/statistical challenges: Does the high density of discontinuities, induced
for example by ‘if’ and ‘while’ statements in the code, cause problems in the derivative computa-
tion? Are we allowed to treat random numbers like constants with respect to AD? How large is
the error when the mean pathwise derivative is evaluated as a proxy for the actual derivative of
expectancies computed by Monte-Carlo algorithms?

To approach these questions, we have applied the operator-overloading AD tool CoDiPack to the
compact G4HepEm/HepEmShow package for the simulation of electromagnetic showers in a sim-
ple sampling calorimeter. After disabling multiple scattering in the simulation, our pathwise gradi-
ent estimator approximates derivatives of energy depositions with only a small bias, which proved
unproblematic in a simple optimization study. In this talk, we will report on our methodology and
give an overview on our findings.

Primary authors: AEHLE, Max (Fachhochschule Worms (DE)); AEHLE, Max

Co-authors: LANGE, David; LANGE, David (Princeton University (US)); HEINRICH, Lukas Alexan-
der (Technische Universitat Munchen (DE)); KAGAN, Michael (SLAC National Accelerator Labora-
tory (US)); NOVAK, Mihaly (CERN); GAUGER, Nicolas; VASILEV, Vassil (Princeton University (US))
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Contribution ID: 6 Type: not specified

Identification of Particle Tracks in CMS with
Neuromorphic Computing

Monday 23 September 2024 11:50 (20 minutes)

Using a spiking neural network and a modeling of the silicon tracker for the CMS upgraded de-
tector, we demonstrate the unsupervised learning application of identification of charged particle
tracks in presence of background, and characterize the detection efficiency, fake rate, and differ-
entiation of output signals for particles of different momenta and charge.

Primary authors: Dr CORADIN, Emanuele (University of Padova); Dr CUFINO, Fabio (University
of Bologna); Prof. SANDIN, Fredrik (Lulea Techniska Universitet); Prof. TOSI, Mia (University of
Padova); DORIGO, Tommaso (Universita e INFN, Padova (IT))
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Contribution ID: 7 Type: not specified

A surrogate model for the generation of radio pulses
from neutrinos for IceCube-Gen2

Tuesday 24 September 2024 15:30 (20 minutes)

The planned IceCube-Gen2 radio neutrino detector at the South Pole will enhance the detection
of cosmic ultra-high-energy neutrinos. It is crucial to make use of the time available until its
construction to optimize the detector design. A fully differentiable pipeline, from signal generation
to detector response, would allow for the application of gradient descent techniques to explore the
parameter space of the detector. In our work, we focus on the aspect of signal generation, and
propose a deep learning architecture involving a diffusion model to generate radio signals from
in-ice neutrino interactions conditioned on the shower energy and viewing angle. We evaluate
the performance of our model in terms of the distributions of different signal characteristics, and
we investigate whether the correct physical dependence on the viewing angle is learned.

Primary author: PILAR, Philipp (Uppsala University)

Co-authors: GLASER, Christian (Uppsala University); WAHLSTRÖM, Niklas (Uppsala Univer-
sity)

Presenter: PILAR, Philipp (Uppsala University)
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Contribution ID: 8 Type: not specified

Exploring End-to-end Differentiable Charged
Particle Tracking

Monday 23 September 2024 15:50 (20 minutes)

Current state-of-the-art in charged particle tracking follows a two-step paradigm where a graph
neural network optimizes an intermediate prediction-loss during training and is later combined
with a discrete, non-differentiable, optimization step during inference, constructing disconnected
track candidates. In this talk, we introduce and assess a novel end-to-end differentiable tracking
strategy. We use edge-classifying graph neural networks with differentiable combinatorial com-
ponents, enabling direct optimization of the task-loss for discrete assignments. We provide fur-
ther insights into the optimization processes and learned solutions, demonstrating similarities and
limitations of two-step and end-to-end optimization. Finally, we demonstrate through a proof of
concept that our approach can encode additional constraints or objective functions of downstream
tasks, enabling the optimization of tracking solutions that meet specific performance criteria.

Primary author: KORTUS, Tobias (University of Kaiserslautern-Landau (RPTU))

Co-authors: Prof. GAUGER, Nicolas R. (University of Kaiserslautern-Landau (RPTU)); KEIDEL,
Ralf (Fachhochschule Worms (DE))

Presenter: KORTUS, Tobias (University of Kaiserslautern-Landau (RPTU))
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Contribution ID: 9 Type: not specified

Charge Diffusion Modeling and Pixel-level
Differentiability in Monolithic Active Pixel Sensors

Wednesday 25 September 2024 10:00 (20 minutes)

Accurately simulating the response of monolithic active pixel sensors requires detailed technol-
ogy computer-aided design simulations of the electric field inside the chip. This is used to model
the electron propagation from their point of origin to potential collection. Specialized simulation
software, such as Allpix², has been developed for this purpose. However, the electric field is often
unobtainable due to the confidential nature of the chip’s exact design properties. Further, such
simulations are very time-consuming and difficult to differentiate, making them unappealing for
end-to-end optimization pipelines.

In contrast, several analytical models for the charge collection process have been introduced, which
do not require information about the electric field, but instead can be employed by fitting their
parameters to match experimental data. We present a comparison of different approaches in terms
of accuracy as well as differentiability of the models using data from an experiment with a small
pixel telescope based on the ALPIDE sensor.

Primary author: SCHILLING, Alexander (University of Kaiserslautern-Landau (RPTU))

Co-authors: GAUGER, Nicolas; KEIDEL, Ralf (Fachhochschule Worms (DE))

Presenter: SCHILLING, Alexander (University of Kaiserslautern-Landau (RPTU))
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Contribution ID: 10 Type: not specified

Generative Adversarial Neural Networks for
muography simulation: image prediction

Tuesday 24 September 2024 09:20 (20 minutes)

Generative Adversarial Neural Networks (GANN) are used to simulate the multiple scattering of
muons crossing matter. In previous works, a GANN was designed and trained, successfully pre-
dicting the angular and spatial deviation distributions including their correlations. In this work
we show that GANNs can be so good at this task that correct POCA images can be reconstructed
from their randomly generated samples.

Primary author: MARTINEZ RUIZ DEL ARBOL, Pablo (Universidad de Cantabria and CSIC (ES))

Presenter: MARTINEZ RUIZ DEL ARBOL, Pablo (Universidad de Cantabria and CSIC (ES))
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Contribution ID: 11 Type: not specified

Application of machine learning techniques to
search dark matter with ANAIS-112

Tuesday 24 September 2024 14:30 (20 minutes)

Understanding the nature of dark matter is one of the greatest challenges faced by Particle Physics
in the XXI century. To date, the only hint about a positive identification of the dark matter comes
from the DAMA/LIBRA experiment in the Gran Sasso National Laboratory (Italy). For more than
20 years, it has observed an annual modulation in the low-energy detection rate of its NaI(Tl) crys-
tals, compatible with that expected for dark matter particles from the Milky Way’s halo. This signal
is in strong tension with the negative results of other very sensitive experiments, but since they
use different target materials, the comparison depends on the models assumed for the dark mat-
ter particle and its velocity distribution in the galactic halo. The ANAIS-112 (Annual modulation
with NaI(Tl) scintillators) experiment, operating 112.5 kg of NaI(Tl) at the Canfranc Underground
Laboratory (Spain) since 3 August 2017, intends to provide a model independent test of the signal
reported by DAMA/LIBRA, using the same target and technique. Due to the low probability of dark
matter interacting with the detector, ultra-low radioactive background conditions are imperative.
However, even so, the region of interest (1-6 keV) is dominated by noise events not originating
in the scintillation crystal, but mainly in the photomultiplier tubes coupled to the crystals. In or-
der to discriminate these noise events from bulk scintillation events, developing robust filtering
protocols is a must. Profiting from the application of machine learning techniques in ANAIS-112,
the efficiency of selecting good events between 1 and 2 keV has increased by 30% compared to
the use of standard cuts, and the background level has been reduced by almost 20%, resulting in
an increase in sensitivity to the annual modulation signal. Last ANAIS-112 results using machine
learning filtering procedures will be presented, as well as the experimental status and prospects.
These results lead international efforts in testing the DAMA/LIBRA signal, and are compatible with
the absence of modulation and incompatible with DAMA/LIBRA for a sensitivity of almost 3σ C.L.
(using 3-year exposure) and above 4σ (6-year exposure), with the potential to reach 5σ level by the
end of 2025.

Primary author: COARASA CASAS, Iván (CAPA, University of Zaragoza, Spain)

Co-authors: Dr AMARÉ, Julio (CAPA, Universidad de Zaragoza); APILLUELO ALLUÉ, Jaime; CE-
BRIAN, Susana (Universidad de Zaragoza); Mr CINTAS GONZÁLEZ, David (Universidad de Zaragoza); Dr
GARCÍA, Eduardo (CAPA, Universidad de Zaragoza); MARTINEZ, Maria; Dr ORTIGOZA, Ysrael
(CAPA, Universidad de Zaragoza); Mr ORTIZ DE SOLÓRZANO, Alfonso (CAPA, Universidad de Zaragoza); Mrs
PARDO YANGUAS, Tamara (CAPA, University of Zaragoza, Spain); Dr PUIMEDÓN, Jorge (CAPA, Uni-
versidad de Zaragoza); SARSA, María Luisa (University of Zaragoza)

Presenter: COARASA CASAS, Iván (CAPA, University of Zaragoza, Spain)
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Contribution ID: 12 Type: not specified

Segmentation and anomaly detection on Muon
Tomography applied to the inspection of containers

Tuesday 24 September 2024 09:40 (20 minutes)

Muon Cargo is a project funded by the Spanish Port Authority aiming at installing a Muography
portal for container inspection in the port of Santander. This talk offers a panoramic of the status of
the project focusing on the development of two AI algorithms: a YOLOv8 based system to perform
semantic segmentation on POCA-based images, and a Variational Autoencoder to identify unsual,
unexpected geometrical patterns in the containers.

Primary author: DIEZ, Carlos (Muon Tomography Systems S.L.)

Presenter: DIEZ, Carlos (Muon Tomography Systems S.L.)
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Contribution ID: 13 Type: not specified

Applications of Information Field Theory in
Astroparticle Physics

Tuesday 24 September 2024 15:10 (20 minutes)

Information Field Theory (IFT) offers a powerful framework for the analysis of experimental data.
The fundamental objective of IFT is the reconstruction of continuous fields from noisy and sparse
data. By combining Bayesian probabilities with computational techniques from quantum field
theory and statistical mechanics, IFT allows for efficient inference in high-dimensional problems.
In this talk, we discuss the application of IFT in the context of astroparticle physics. First, we
present its use for the calibration of the newly installed radio detector upgrade of the Pierre Auger
Observatory, the world’s largest cosmic-ray observatory. By analyzing data from drone flights,
the radio response patterns are calibrated using IFT. Second, we present a novel application of IFT
to infer properties of the Galactic magnetic field using the arrival directions of ultra-high-energy
cosmic rays in a simplified toy model.

Primary authors: REUZKI, Alex (RWTH Aachen University); KRIEGER, Frederik (RWTH Aachen
University); ERDMANN, Martin (RWTH Aachen University); STRAUB, Maximilian (RWTH Aachen
University)

Presenter: KRIEGER, Frederik (RWTH Aachen University)
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Contribution ID: 15 Type: not specified

Machine Learning approach to Beam Induced
Background Shield at 3 TeV Muon Collider

Monday 23 September 2024 12:10 (20 minutes)

Muon collisions are considered a promising mean for exploring the energy frontier, leading to a
detailed study of the possible feasibility issues. Beam intensities of the order of 1012 muons per
bunch are needed to achieve the necessary luminosity, generating a high flux of secondary and
tertiary particles that reach both the machine elements and the detector region. To limit the impact
of this background on the physics performance tungsten shieldings are being studying. A machine
learning-based approach to the geometry optimization of these shieldings will be discussed.

Primary authors: CALZOLARI, Daniele (Universita e INFN, Padova (IT)); LUCCHESI, Donatella
(Universita e INFN, Padova (IT)); Dr COLLAMATI, Francesco (INFN Roma I (IT)); CASTELLI, Luca
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Contribution ID: 16 Type: not specified

Utilizing Neuronal Networks to Enhance the
Application of Metallic-Magnetic Calorimeters for

X-ray Spectroscopy
Tuesday 24 September 2024 17:10 (20 minutes)

Metallic-magnetic calorimeters (MMCs) - like the maXs-detector series developed within the SPARC
collaboration - have become a promising new tool for high precision X-ray spectroscopy. Because
of their unique working principles, MMCs combine several advantages over conventional energy-
and wavelength-dispersive photon detectors. They can reach spectral resolving powers of up to
E/∆E ≈ 6000 (at 60 keV) [1] and at the same time, cover a broad spectral range of typically
1− 100 keV. Combined with their excellent linearity [2] and a sufficiently fast rise time - e.g., for
coincidence measurement schemes [3] - they are particularly well suited for fundamental physics
research in atomic physics.
However, because of their high sensitivity, external sources of noise like physical vibrations lead
to substantial measurement artifacts [5] and a shift from traditional analog to a digital signal pro-
cessing was necessary to mitigate these effects. During several successful benchmark experiments
[3, 4, 5, 6] a comprehensive signal analysis software framework was developed. Though, the setup
and operation of the detectors, as well as the analysis of their signals using our software, requires
a per pixel optimization of a multitude of parameters. Several steps cannot be automated by con-
ventional means and require manual tuning. As future development of MMCs entails the addition
of more and more pixels, this approach is no longer applicable.
Research in the field of artificial intelligence offers a plethora of novel solutions that could help sim-
plify and improve the measurement scheme of MMCs on both the hardware and software level.
In this work we present first results from the application of neuronal networks (NNs) for raw
MMC pulse processing. Based on first experiments, we expect NNs to at least be on par with fea-
ture extraction capabilities of the currently used finite response filters, without extensive manual
fine-tuning and in a wider range of applicability.

References
[1] J. Geist, Ph.D. Thesis, Ruprecht-Karls-Universität Heidelberg, Germany (2020)
[2] C. Pies et al., J. Low Temp. Phys. 167 (2012) 269–279
[3] P. Pfäfflein et al., Physica Scripta 97 (2022) 0114005
[4] M.O. Herdrich et al., X-Ray Spectrometry 49 (2020) 184–187
[5] M.O. Herdrich et al., Atoms 11 (2023) 13
[6] M.O. Herdrich et al., Eur. Phys. J. D 77 (2023) 125

Primary author: Mr HERDRICH, Marc Oliver (Helmholtz-Institute Jena, Germany)

Co-authors: ENSS, Christian (Kirchhoff-Institute for Physics, Ruprecht Karls University, Heidel-
berg, Germany); STÖHLKER, Thomas (Helmholtz-Institute Jena, Germany); Mr MATTIS, Toni (Hasso
Plattner Institute, University of Potsdam, Germany)
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Contribution ID: 17 Type: not specified

Fast Inference Using Differentiable Programming
and Neural Transport in Astroparticle Physics

Multi-dimensional parameter spaces are commonly encountered in astroparticle physics theories
that attempt to capture novel phenomena. However, they often possess complicated posterior
geometries that are expensive to traverse using techniques traditional to this community. Effec-
tively sampling these spaces is crucial to bridge the gap between experiment and theory. Several
innovations have made navigating such complex posteriors possible, including GPU acceleration,
differentiable programming, and neural-network-guided parameterization. In this talk, I will show
how these advancements can be applied to astroparticle physics experimental results to achieve
substantial performance boosts. I will showcase these techniques in the context of novel neu-
trino physics, benchmarking their performances against traditional nested sampling. Compared
to nested sampling alone, I will demonstrate that we can improve the performances of both nested
sampling and Hamiltonian Monte Carlo, accelerating inference by factors of ∼ 100 and ∼ 60, re-
spectively. As nested sampling also evaluates the Bayesian evidence, these advancements can be
exploited to improve model comparison performance while retaining compatibility with existing
implementations that are widely used in the natural sciences. These results will help in diagnos-
ing convergence issues, incorporating additional experimental data in inferencing, and producing
timely studies in the astroparticle community.

Primary author: AMARAL, Dorian (Rice University)

Co-authors: Prof. TUNNELL, Christopher (Rice University); Dr QIN, Juehang (Rice University); Mr
LIANG, Shixiao (Rice University)
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Contribution ID: 18 Type: not specified

Muon momentum estimation in scattering
tomography

Wednesday 25 September 2024 09:00 (20 minutes)

Muon scattering tomography allows for the imaging of the density of unknown volumes through
the measurement of the incoming and outgoing tracks scattering angle. One significant source
of imprecision of the technique comes from the dependence of muon momentum on the multiple
scattering process that muons undergo in the material. This can be alleviated by including dedi-
cated momentum measurement devices to the experiment, with a potential cost and interference
with the scattering measurement.

An alternative consists in leveraging the scattering information itself, through passive scattering
material downstream of the measured volume. In this talk, we present a comprehensive study of
diverse machine learning algorithms for this regression task. From a classical feature engineering
with a fully connected network, to more advanced architectures such as recurrent and graph neural
networks, and transformers. Several real-life requirements are considered, such as the inclusion of
hit reconstruction efficiency and resolution, and the need for a momentum resolution prediction
that can improve reconstruction methods like PoCA or MLEM.

Primary author: Mr BURY, Florian (University of Bristol)

Co-author: LAGRANGE, Maxime (CP3 Universite Catholique de Louvain)

Presenter: Mr BURY, Florian (University of Bristol)
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Contribution ID: 19 Type: not specified

Improving Material Identification in Muon
Scattering Tomography with Machine Learning.

Wednesday 25 September 2024 09:20 (20 minutes)

Machine learning holds significant potential for improving Muon Scattering Tomography (MST)
material identification. However, the complexity of acquiring sufficient MST data for machine
learning applications remains a significant challenge. To circumvent this, there is a growing in-
terest in creating MST synthetic datasets using Geant4, a software that can accurately simulate
muon-material interactions while mirroring real-world scenarios. Yet, traditional time-intensive
scene generation significantly limits the scalability of data generation pipelines. Our research in-
troduces scalable synthetic data generation advancements with detailed 3D scenes using Geant4.
Then, we propose a novel data workflow specific to MST to simulate scenes with different mate-
rials and shapes to evaluate the effectiveness of deep learning techniques in identifying material
properties. Our experimental results yield enhanced material identification while highlighting the
current challenges in designing deep learning algorithms for muon tomography applications.

Primary authors: BUENO RODRIGUEZ, Angel (German Aerospace Center (DLR)); SATTLER, Felix
(German Aerospace Center (DLR)); PEREZ PRADA, Maximilian (German Aerospace Center (DLR)); STEPHAN,
Maurice (German Aerospace Center (DLR)); BARNES, Sarah (German Aerospace Center (DLR))
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Contribution ID: 20 Type: not specified

NuRadioOpt: Optimization of Radio Detectors of
Ultra-High Energy Neutrinos through Deep Learning

and Differential Programming
Monday 23 September 2024 16:35 (20 minutes)

Detection of neutrinos at ultra-high energies (UHE, E >1017eV) would open a new window to
the most violent phenomena in our universe. However, owing to the expected small flux of UHE
neutrinos, the detection rate will be small, with just a handful of events per year, even for large
future facilities like the IceCube-Gen2 neutrino observatory at the South Pole.
In this contribution, we will discuss how to substantially enhance the science capabilities of UHE
neutrino detectors by increasing the detection rate of neutrinos and improving the quality of each
detected event, using recent advances in deep learning and differential programming. First, we
will present neural networks replacing the threshold-based trigger foreseen for future detectors
that increase the detection rate of UHE neutrinos by up to a factor of two. Second, we will outline
and present preliminary results towards an end-to-end optimization of the detector layout using
differential programming and deep learning, which will improve the neutrino direction and energy
determination. We will present a new Likelihood Ansatz that allows estimating the reconstruction
resolution by calculating the Fisher information which removes the need for developing and tuning
reconstruction algorithms for varying detector layouts.
We estimate that the expected improvements will be equivalent to building an up to three times
larger detector, accelerating the research field by a decade.

Primary author: GLASER, Christian (Uppsala University)
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Contribution ID: 21 Type: not specified

ML4GW: An AI-based Ecosystem for Real-time
Gravitational Wave Analysis

Wednesday 25 September 2024 10:40 (20 minutes)

Deep learning algorithms have excelled in various domains. Despite this success, few deep-learning
models have seen full end-to-end deployment in gravitational-wave searches, both in real-time
and on archival data. In particular, there is a lack of standardized software tools for quick imple-
mentation and development of novel AI ideas. We address this gap by developing the ML4GW and
HERMES libraries. We show how these libraries enhance efficiency and AI model robustness in the
context of a broad range of gravitational wave analyses with an emphasis on real-time application,
scalability to heterogeneous computing resources, and streamlining the training to deployment cy-
cles for machine learning models. Building on this toolkit, we introduce specific machine learning
pipelines that are currently running or set to run in real-time during the ongoing LIGO-Virgo-
KAGRA observing run. These searches include Aframe, a low-latency machine learning pipeline
for compact binary sources of gravitational waves; DeepClean, a deep learning-based denoising
scheme for astrophysical gravitational waves; AMPLFI, a pipeline for deep learning based param-
eter estimation using likelihood-free inference; and GWAK, a semi-supervised strategy to identify
unmodeled gravitational wave transients using embedded spaces. In addition, we discuss how
such pipelines can lead to latency improvements for multi-messenger targets. Finally, we show
how ML4GW and HERMES can quickly integrate the plethora of deep learning based algorithms
being developed for gravitational wave identification across the broader astrophysics community.

Primary authors: CHATTERJEE, Deep; MORENO, Eric Anton (Massachusetts Institute of Technol-
ogy (US)); MARX, Ethan (MIT); GOVORKOVA, Katya (Massachusetts Inst. of Technology (US)); Ms
DESAI, Malina (Massachusetts Inst. of Technology (US)); COUGHLIN, Michael (University of Min-
nesota); CHOLAYIL, Muhammed Saleem (University of Minnesota); HARRIS, Philip Coleman (Mas-
sachusetts Inst. of Technology (US)); RAIKMAN, Ryan; BENOIT, Will
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Contribution ID: 22 Type: not specified

Automatic optimization of a Parallel-Plate Avalanche
Counter with Optical Readout

Tuesday 24 September 2024 16:50 (20 minutes)

We propose an optimization system for a Parallel-Plate Avalanche Counter with Optical Readout
designed for heavy-ion tracking and imaging. Exploiting differentiable programming, we model
the reconstruction of the position for different detector configurations and build an optimization
cycle that minimizes an objective function. We analyze the performance improvement using this
method, exploring the potential of these techniques with the ultimate goal of fully designing a
tomography system based on neutrons.

Primary author: PEREIRA, María

Co-authors: Dr VISCHIA, Pietro (Universidad de Oviedo and Instituto de Ciencias y Tecnologías Es-
paciales de Asturias (ICTEA)); CID VIDAL, Xabier (Instituto Galego de Física de Altas Enerxías)
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Contribution ID: 23 Type: not specified

Development of a Universal Simulation and
Modelling Language at NASA

Wednesday 25 September 2024 10:20 (20 minutes)

This presentation will describe a NASA project called the Universal Simulation and Modelling
Language (USML) that is used as the computational engine for a mission called the Active Learning
Physics Simulator (ALPS).

Background:
When performing physical simulations, there is a tradeoff between accuracy and computation time.
For example, atomic-scale simulations are highly accurate but may be computationally intractable
for larger lengthscales. Models must be hand-designed by scientists, and the accuracy of a model
outside of its specific regime is uncertain. This is a particular problem for neural networks. Addi-
tionally, the underlying physics of a system may not be fully known, meaning that a model should
be able to adapt itself to new information. We have addressed this problem through differentiable
graph-based modelling.

Methodology:
The Minimum Description Length principle states that best explanation for a given set of data is
the shortest description of that data. For some system described by model M, we can postulate an
optimum graph-based language G that minimizes the description length of M in G. In a sense, this
is a mathematical description of human intuition. Any Turing-complete programming language
can be formulated into a graph notation where the nodes represent collections of properties and
functions and the edges represent communication between nodes. By constructing a graph-based
language for simulation, differentiability occurs as a natural consequence.

Results:
Early results of this project show promising versatility when applied to different domains. Tests on
both atomic simulations and fluid-dynamics simulations produce a series of optimized models that
range from fast-and-approximate to complex and highly accurate. This is accomplished by three
key mechanisms: 1. Differentiability of graph objects allows for fast optimization, 2. The graph
adapts to new information by expanding into higher dimensions and recompressing by removing
edges through annealing, and 3. The uncertainty in each element of the graph is easy to mea-
sure, which allows for intelligent sampling of new information based on a model’s greatest areas
of uncertainty. Item 3 in particular leads systematically to the Optimum Design of Experiments
(ODE).

Conclusion:
Because the USML is abstracted away from everything except information theory and graph the-
ory, the technology is truly domain-agnostic. In the future, we plan to use this technology both to
accelerate scientific discoveries and to generate optimized engineering designs within the NASA
agency. Additionally, there are multiple applications in various fields of particle physics. By pre-
senting this work at the MODE workshop, we hope to share and improve this technology through
communication with international collaborators.

Primary author: CASEY, Stephen (NASA Kennedy Space Center)
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TAMBO: Searching for Tau Neutrinos in the
Peruvian Andes

Monday 23 September 2024 17:55 (20 minutes)

The detection of high-energy astrophysical neutrinos by IceCube has opened a new window on our
Universe. While IceCube has measured the flux of these neutrinos at energies up to several PeV,
much remains to be discovered regarding their origin and nature. TAMBO is a next-generation
neutrino observatory specifically designed to detect tau neutrinos in the 1-100 PeV energy range,
enabling tests of neutrino physics at high energies and the characterization of astrophysical neu-
trino sources. The observatory will comprise an array of water Cherenkov and plastic scintillator
detectors deployed on the face of the Colca canyon in the Peruvian Andes. This unique geometry
will facilitate a high-purity measurement of astrophysical tau neutrino properties. In this talk, I
will present the prospects of TAMBO in the context of next-generation neutrino observatories and
provide an overview of its current status.

Primary authors: Dr GARCIA SOTO, Alfonso Andres (IFIC); ARGÜELLES-DELGADO, Carlos A.
(Harvard University); LAZAR, Jeffrey (University of Wisconsin-Madison); THOMPSON, Will (Harvard
University)
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Numba-Enzyme: A Python Compiler for
Differentiable Simulations and Beyond

We present Numba-Enzyme, a gradient-providing Just-in-time (JIT) compiler for simulations in
Python providing rewrite-free access to gradients for Numba, a popular LLVM-based Python com-
piler for simulations. In recent years a number of simulation areas have started to expand be-
yond efficient simulations, and began to utilize gradients for gradient-based optimization, differ-
entiable simulation hybrids, scientific machine learning, and physics-inspired machine learning
architectures built with simulation blocks. Machine learning frameworks like JAX and PyTorch
provide automatic-differentiation capabilities as well as just-in-time compilation for acceleration
through tracing or taping, approaches optimized for array-programming, non-mutable operations,
and static computational graphs that are typical in machine learning. In contrast, our compiler-
based approach can efficiently handle dynamic or unstructured programs that make frequent use
of indirections, branches, loops, array mutation, and other patterns commonly used in scientific
computing applications without the need for extensive rewrites. Operating at the compiler-level,
Numba-Enzyme is furthermore able to seamlessly interoperate with common machine learning
frameworks such as PyTorch, and JAX

We will demonstrate the effectiveness of Numba-Enzyme as a differentiable framework across a set
of established automatic differentiation benchmarks. Its utility, and performance on modern-day
scientific machine learning approaches will be demonstrated with examples from neural ordinary
differential equations, and Bayesian uncertainty quantification.

Primary author: PAEHLER, Ludger (Technical University of Munich)
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Study of top quark pair-production in association
with higgs boson and photon at 13.6 and 14 TeV.

The research involves extensive calculations and simulations to predict the cross-sections and kine-
matic distributions of the ttHγ final state, using advanced computational tools such as MadGraph
and PYTHIA. The thesis also includes an analysis of detector-level simulations using DELPHES to
assess the feasibility of observing this rare process at the Large Hadron Collider (LHC). A detailed
comparison of the results at both energy levels is provided. Additionally, the thesis discusses the
implications of these findings for the couplings and interactions involving the top quark, Higgs
boson, and photon, providing insights into the electroweak sector and contributing to the broader
efforts in particle physics to verify and extend the SM framework.

Primary author: Mr AHMAD, Kamran (National Centre for Physics (PK))
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Differentiable Deep Learning Surrogate Models
applied to the optimization of the IFMIF-DONES

facility
Tuesday 24 September 2024 17:30 (20 minutes)

One of the primary challenges for future nuclear fusion power plants is understanding how neu-
tron irradiation affects reactor materials. To tackle this issue, the IFMIF-DONES project aims to
build a facility capable of generating a neutron source in order to irradiate different material sam-
ples. This will be achieved by colliding a deuteron beam with a lithium jet. In this work, within
the DONES-FLUX project, Deep Learning Surrogate Models are applied to the design and opti-
mization of the IFMIF-DONES linear accelerator. Specifically, Neural Operators are employed to
predict deuteron beam envelopes along the longitudinal axis of the accelerator and neutron irradia-
tion effects at the end, after the beam collision. This approach has resulted in models that are able
of approximating complex simulations with high accuracy (mean absolute percentage errors of
1-5%) and significantly reduced inference time (ranging from 2 to 5 orders of magnitude) while be-
ing differentiable. The substantial speed-up factors enable the application of online Reinforcement
Learning algorithms, and the differentiable nature of the models allows for seamless integration
with differentiable programming techniques, facilitating the solving of inverse problems to find
the optimal parameters for a given objective. Overall, these results demonstrate the synergy be-
tween Deep Learning models and differentiable programming, offering a promising collaboration
among physicists and computer scientists to further improve the design and optimization of IFMIF-
DONES and other accelerator facilities. This research will lay the foundations for future projects
such as DONES+MAGIA, where optimization efforts with differentiable programming will be per-
formed.

Primary authors: GALLARDO ROMERO, Galo (Artificial Intelligence Engineer at HI Iberia); RO-
DRÍGUEZ LLORENTE, Guillermo (Artificial Intelligence Engineer at HI Iberia)
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Multivariate two-sample tests from univariate
integral probability measures

Tuesday 24 September 2024 18:25 (1h 35m)

I will present and discuss several proposed metrics, based on integral probability measures, for the
evaluation of generative models (and, more generally, for the comparison of different generators).
Some of the metrics are particularly efficient to be computed in parallel and show good perfor-
mances. I will first compare the metrics on toy multivariate/multimodal distributions, and then
focus on HEP examples from the JetNet jet dataset. I will discuss the power of the tests and their
implementation, taking the opportunity to discuss, more generally, the limitations in the usage of
generative models in HEP.

Primary authors: TORRE, Riccardo (INFN e Universita Genova (IT)); GROSSI, Samuele (Università
degli studi di Genova & INFN sezione di Genova); Dr LETIZIA, Marco
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Enhancing Compton Camera Imaging with Neural
Networks

Wednesday 25 September 2024 15:20 (20 minutes)

The application of neural networks in medical physics has shown significant promise in improving
imaging techniques and treatment verification. The IRIS group of IFIC (Valencia) is an expert in
developing Compton cameras for medical applications. The group employs neural networks to
enhance the performance of such devices in different aspects. This work summarizes three key
research studies where neural networks were employed to address challenges in Compton camera
imaging.
The first study focuses on enhancing Compton camera imaging for multi-energy radioactive sources
using neural networks for event selection. A Compton camera prototype (MACACO III) with
monolithic LaBr3 crystals and silicon photomultiplier arrays was utilized to gather experimental
data from a circular array of 22Na sources. The prototype and the circular array were simulated
with Gate v8.0 code to obtain data for neural network training. The trained neural networks were
used to classify simulated and
experimental data for selecting good events and rejecting background prior to image reconstruc-
tion. The trained models effectively selected useful events for the reconstruction algorithm and
rejected background noise, resulting in significantly improved image quality compared to setting
energy thresholds. This approach demonstrated the potential for neural networks to enhance the
accuracy and quality of Compton camera imaging.
The second study aims to determine the photon interaction positions within a monolithic LaBr3
crystal using convolutional neural networks. Simulations were performed to generate training
data for the neural network model. The light collected by the pixels of the photomultiplier array
was recorded to generate images employed to train and test the model. The model’s performance
was evaluated based on full width at half maximum, Euclidean distance, and mean absolute error.
The trained model demonstrated superior performance in predicting both 2D and 3D interaction
positions, including the depth of interaction, compared to traditional analytical methods. This ad-
vancement is significant for improving the spatial resolution and accuracy of photon interaction
positioning in medical imaging, leading to better diagnostic capabilities. The work is being ex-
tended to experimental data.
The third study explores a neural network-based method for signal event selection in Compton
camera imaging, specifically for proton range verification in hadron therapy. Data were collected
using the Compton camera prototype MACACO III at a clinical cyclotron facility and the same
setup was simulated to train a neural network model for data selection. The neural network ap-
proach was compared to a traditional energy-cut method. Results indicated that the neural net-
work method substantially increased the signal percentage and improved the precision in detecting
millimetric shifts in depth-dose distribution. This enhancement is crucial for accurately monitoring
and adjusting proton therapy treatments, ensuring better targeting of tumors and sparing healthy
tissues.
These studies collectively highlight the transformative impact of neural networks in medical physics.
By improving event selection in Compton camera imaging, accurately determining photon inter-
action positions and enhancing proton range verification, neural networks offer powerful tools
for advancing medical imaging and treatment techniques. The findings presented underscore the
broad applicability of machine learning in addressing complex problems in medical physics, paving
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the way for future innovations and improved patient care.

Primary author: PÉREZ CURBELO, Javier (Instituto de Física Corpuscular (IFIC) (CSCI-UV))
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Presenter: PÉREZ CURBELO, Javier (Instituto de Física Corpuscular (IFIC) (CSCI-UV))

Session Classification: Medical Physics

Track Classification: Medical Physics

November 19, 2024 Page 29



Fourth MODE⋯ / Report of Contributions Automatic Differentiation in RooFit

Contribution ID: 31 Type: not specified

Automatic Differentiation in RooFit
Wednesday 25 September 2024 11:30 (20 minutes)

With the growing datasets of HEP experiments, statistical analysis becomes more computationally
demanding, requiring improvements in existing statistical analysis software. One way forward is
to use Automatic Differentiation (AD) in likelihood fitting, which is often done with RooFit (a
toolkit that is part of ROOT.) As of recently, RooFit can generate the gradient code for a given
likelihood function with Clad, a compiler-based AD tool. At the CHEP 2023, and ICHEP 2024 con-
ferences, we showed how using this analytical gradient significantly speeds up the minimization
of simple likelihoods. This talk will present the current state of AD in RooFit. One highlight is that
it now supports more complex models like template histogram stacks (”HistFactory”). It also uses
a new version of Clad that contains several improvements tailored to the RooFit use case. This
contribution will furthermore demo complete RooFit workflows that benefit from the improved
performance with AD, such as CMS and ATLAS Higgs measurements.

Primary authors: REMBSER, Jonas (CERN); ZARYTSKYI, Petro
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Optimisation of muon tomography scanners for
border controls using TomOpt

Tuesday 24 September 2024 09:00 (20 minutes)

TomOpt is a software package designed to optimize the geometric configuration and specifications
of detectors intended for tomography using cosmic-ray muon scattering. Differentiable program-
ming is utilized by the software to model muon interactions with detectors and scanned volumes,
infer volume properties, and perform loss minimization in an optimization cycle. We introduce
the implementation of a case study related to cargo scanning at border controls.

Primary author: ZAHER, Zahraa
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Status of GENETIS
Monday 23 September 2024 17:15 (20 minutes)

GENETIS aims to use AI to find optimal designs of instruments for greater science outcomes.
Initially, we are using genetic algorithms to evolve optimal antenna designs for the detection of as-
trophysical neutrinos and is building a prototype of what is the first antenna evolved for a science
outcome. The Nebulous spin-off project is building antenna designs from building blocks “LEGO”
-style rather than evolving parameters of a preconceived design. Since the previous MODE work-
shop, GENETIS and Nebulous have grown and strengthened in the areas of AI, engineering, com-
puter science, astrophysics, and connections to industry. I will review GENETIS and Nebulous
results to date, outcomes of a Blue Sky Studies workshop to be held at JPL in August, and plans
for the future.

Primary author: CONNOLLY, Amy (The Ohio State University)
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Optimal design for experimental production of
exotic hypernuclei

Tuesday 24 September 2024 17:50 (20 minutes)

In the HypHI project, which started in 2006 at GSI-FAIR, we aim to study proton- and neutron-rich
hypernuclei produced in the ion-induced collisions. The successful observation of light hypernu-
clei in the 6Li –12C collisions during our first experimental campaign in 2009 –2010 has paved a
new way to study these bound states of protons, neutrons, and hyperons [1]. For future exper-
iments, both the Fragment Separator (FRS) of GSI and the Superconducting Fragment Separator
(SuperFRS) of FAIR are needed to produce those exotic hypernuclei. A new experimental campaign
was designed using solenoid magnet and the central detection system of WASA in the middle fo-
cal plane of FRS, which combines the hadron spectrometer capabilities of WASA with the high-
resolution forward spectrometer capabilities of the second half of FRS. The experimental goal is to
demonstrate that the production and study of hypernuclei can be achieved by this new experimen-
tal method [2]. In future experiments involving fragment separators and solenoid spectrometers
to study proton- and neutron-rich hypernuclei, a thorough study of the optimal conditions of the
experimental setup is crucial.

Our contribution to this workshop will be the presentation of the optimal conditions we obtained
through optimal design of experiment already published in [3]. We will introduce the concept of
optimal design, which aims to identify the most suitable experimental settings for the production of
exotic hypernuclei. To achieve this, we evaluated different experimental variables and conditions
needed to be set at SuperFRS, including: type of primary beam, type of secondary beam, energy
beam, transmission efficiencies of the primary and secondary beams. Those conditions are then
coupled to a QMD theoretical model of nuclear collisions for the hypernuclear production. De-
pending of the secondary beam species, beam energy and intensities, and the target materials, the
production of proton- or neutron-rich hypernuclei are widely impacted. Through a multivariate
analysis, the optimal experimental conditions for 40 different exotic hypernuclei were summarized.

In our presentation, we will delve into the details of our methodology, providing an explainable
overview of how we arrived at these optimal conditions.

[1] C. Rappold et al., Hypernuclear spectroscopy of products from 6Li projectiles on a carbon target
at 2AGeV, Nuclear Physics A. 913, p.170 (2013)
[2] T. Saito et al., New directions in hypernuclear physics, Nature Review Physics: 3, p. 803. (2021)
[3] C. Rappold and J. López-Fidalgo, Examination of experimental conditions for the production
of proton-rich and neutron-rich hypernuclei, Physical Review C. 94, pp.044616 (2016)
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Neural Networks for inter-crystal scatter recovery in
semi-monolithic PET detectors

Wednesday 25 September 2024 14:40 (20 minutes)

Objective: One of the mayor challenges in positron emission tomography (PET) is to increase sys-
tem efficiency without sacrificing spatial resolution. Including the contribution of inter-crystal
scatter (ICS) events during image reconstruction is one way of achieving this aim, provided a
method for estimating the primary photon path in such events is available. The IRIS group (IFIC,
Valencia) is investigating the application of a neural network (NN) which utilizes 3D position-
ing information and energy deposition inside the detector to identify the primary interaction in
ICS events. This approach has been implemented on novel semi-monolithic PET detector geome-
tries developed by i3M (Valencia). Such detectors consist of monolithic LYSO scintillation crystals
segmented in one direction into sections called slabs, combining the benefits of pixelated and con-
tinuous configurations, including 3D positioning capabilities.
Approach: Simulation studies have been carried out to test the performance of the NN for ICS
recovery in two different detector designs: the IMAS total body PET, which utilizes slabs of 3.12
mm in width, each coupled to a single row of eight silicon photomultipliers (SiPMs); as well as the
brain-dedicated 4D-PET, which achieves the high resolution required for brain imaging by using
thin slabs of 1.6 mm in width in a light-sharing design, whereby pairs of slabs are coupled to a sin-
gle row of SiPMs. Both detectors were simulated using GATE v8.2 and 511 keV photons tracked
through the scintillation crystals. Singles were created on the slab level with experimental values
for spatial and energy blurring
applied in post-processing. An energy window of 350-650 keV was used. Singles were grouped into
single-photon events according to eventID and classified as either single-slab events, ICS events
involving two slabs and ICS events involving three or more slabs. Only those events involving two
slabs were considered for recovery. The NN used for ICS recovery was implemented in Python3 us-
ing Tensorflow and Keras. The data collected from the simulation consisted of the 3D spatial and
energy information from each of the two singles comprising the single-photon event. The data
was split into training, evaluation and test sets consisting of 90%, 5% and 5% of the data, respec-
tively. The parameters used were depth of interaction (DOI), deposited energy, position along slab
and separation between slabs. The NN architecture consisted of two hidden layers of 64 neurons
each, with the ReLU activation function on the input and hidden nodes and the sigmoid activation
function on the output node. The Adam optimizer was used for training as well as the binary
crossentropy loss function. For the case of the light-sharing slab-pairs of the 4D-PET detector, a
simulation that included optical photons was performed and a second NN, trained on light distri-
bution on an 8x8 SiPM array, was implemented in order to distinguish ICS from photoelectric (PE)
events in slab-pairs that share a common row of SiPMs. The 8x8 array was summed in both dimen-
sions, yielding 1x16 input for the NN. Keras and Tensorflow were used, with the same parameters
as above. The input layer and single hidden layer consisted of 16 neurons each.
Main results: The fraction of 511 keV photons interacting in two slabs, and therefore eligible for
recovery using the NN, was found to be 26% and 29% for the IMAS and 4D-PET detectors, respec-
tively. The respective fraction of single-slab events was 71% and 66%, with the remaining photons
interacting in three or more slabs. The slab of first interaction was estimated in the 2-slab events
with an accuracy 74% and 71% for the IMAS and 4D-PET detectors respectively. Identification of
ICS (vs PE) in light-sharing detectors was performed with an accuracy of 98%.
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Significance: This work presents a simulation study of two different semi-monolithic PET detec-
tors, demonstrating that in such detectors a significant fraction of 511 keV photons undergo ICS
in two slabs. The recovery of such events would significantly improve the scanner’s efficiency.
The potential of using NNs and 3D positional and energy information for determining the slab of
the first interaction in these ICS events has been demonstrated. Further work will concentrate
on estimating 3D interaction positions and energy depositions in each of the slabs comprising a
light-sharing pair in which ICS occurs, as the uncertainty on these quantities has been shown to
impact the accuracy of estimating the
first interaction.

Primary author: BRZEZINSKI, Karol (IFIC (CSIC-UV))
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Advanced optimizations for source transformation
based automatic differentiation

Wednesday 25 September 2024 11:50 (20 minutes)

Advanced optimizations for source transformation based automatic differentiation

Clad is a LLVM/Clang plugin designed to provide automatic differentiation (AD) for C++ mathe-
matical functions. It generates code for computing derivatives modifying abstract syntax tree using
LLVM compiler features. Clad supports forward- and reverse-mode differentiation that are effec-
tively used to integrate all kinds of functions. The typical AD approach in Machine Learning tools
records and flattens the compute graph at runtime, whereas Clad can perform more advanced opti-
mizations at compile time using a rich program representation provided by the Clang AST. These
optimizations investigate which parts of the computation graph are relevant to the AD rules. One
such technique is the “To-Be-Recorded”optimization, which reduces the memory pressure to the
clad tape data structure in the adjoint mode. Another optimization technique is activity analysis,
which discards all derivative statements that are not relevant to the generated code. In the talk we
will explain compiler-level optimizations specific to AD, and will show some specific examples of
how these analyses have impacted clad applications.

Primary author: ANDRIICHUK, Maksym
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Automatic Differentiation of the Kokkos framework
with Clad

Wednesday 25 September 2024 12:10 (20 minutes)

Kokkos is a high-performance library allowing scientists to develop performance-portable C++
code capable of running on CPUs, GPUs and exotic hardware. The Kokkos infrastructure enables
researchers to write generic code for libraries, frameworks, and scientific simulations such as cli-
mate simulation tools like Albany and HOMMEXX that can later be run on a large scale on any
supercomputing hardware without code rewrites.

Kokkos enables differentiable programming using operator overloading tool, Sacado, which records
and executes the linearised computation graph. On the other side of the tool spectrum is Clad. It
uses the source transformation approach to AD where more advanced optimisations can be inves-
tigated. For Kokkos, Clad brings reverse mode support and increased scalability. The challenge
with source transformation tools is incorporating framework-specific knowledge and expressing
the analytical primitives specific to the framework.

In this talk, we discuss how Clad works and enables AD for large domain-specific frameworks
such as Kokkos. We describe how Clad handles support for the C++ STL as another example of
its flexibility. We explain extension points such as user-defined custom derivatives, which allow
derivatives of Kokkos constructs to be expressed in terms of themselves, without falling back to
precise hardware-dependent definitions. We delve into the specifics of the process and lessons
learned while integrating Clad with Kokkos and show results demonstrating how Clad has facili-
tated efficient and scalable automatic differentiation with Kokkos.

Primary author: KRASNOPOLSKI, Atell-Yehor
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Contribution ID: 38 Type: not specified

Smart Web Services in the Web of things
Tuesday 24 September 2024 18:25 (1h 35m)

In the field of the Web of Things (WoT), there has been significant progress in connecting diverse
real-world objects, integrating them into the virtual realm, and ensuring their seamless interoper-
ability. Achieving this objective necessitates a focus on developing intelligent web services capable
of autonomously executing tasks, adapting to evolving object contexts, and user preferences. This
article proposes a software framework for smart services that leverages the concepts of context
and time, employing a reactive and proactive approach. By adhering to these principles, smart
web services can react to present conditions and proactively anticipate unforeseen situations to
make informed decisions.

Primary author: SEKKAL, Nawel (University Abou Bekr Belkaid Tlemcen)
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Contribution ID: 39 Type: not specified

Stable neural network models for calorimeter
optimization

Monday 23 September 2024 12:30 (20 minutes)

The rapid development of ML and AI applications requires training a large number of models. One
of the ways to organize training of them is the automated machine learning (AutoML) approach,
where there is no human control over the training result. A crucial prerequisite for AutoML is the
stability of the training model incorporated within it. This study presents an approach to identify-
ing the training model of artificial neural networks, which achieves a specified convergence of the
solution. The impact of sampling the training data and the initialization of the model weights are
considered. The proposed model selection method extends conventional hyperparameter search
approaches by identifying a stable model that meets a specified stability criterion. The results of
this approach are shown for the optimization of an electromagnetic calorimeter.

Primary author: BOLDYREV, Alexey (NRU Higher School of Economics (Moscow, Russia))
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Contribution ID: 40 Type: not specified

Machine Learning Framework for Time Pick-Up of
Nuclear Detector Signals

Wednesday 25 September 2024 15:00 (20 minutes)

Accurate timing characterization of radiation events is crucial in nuclear medicine, particularly for
Positron Emission Tomography (PET). In PET, achieving a good coincidence resolving time (CRT)
between detector pairs enhances the Time-of-Flight (TOF) information for each detected coinci-
dence, which significantly improves the signal-to-noise ratio of the images. This study introduces
a method to train models, based on the newly-developed Kolmogorov-Arnold networks (KANs),
for assigning precise timestamps to incoming radiation signals in each detector. We trained the
models with event pairs consisting of a measured event and its copy delayed a know amount of
time where the delay acted as a label during training. Trained models were evaluated using data
from a 60Co point source and a pair of conic 2”LaBr3(Ce) detectors in coincidence mode, connected
to Hamamatsu R9779 PMTs sampled at 5 Gs/s. We report that our method has achieved a 6% in-
crease in CTR and around 40% increased accuracy in source location compared to the widely used
constant fraction discrimintation (CFD) method for the evaluation set.

Primary author: NOT SUPPLIED, José Andrés Avellaneda González
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Automated Design ofQuantum Experiments
Tuesday 24 September 2024 16:30 (20 minutes)

…
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Contribution ID: 43 Type: not specified

Optimization of the DSA 2000 radio interferometer
Tuesday 24 September 2024 14:50 (20 minutes)

In this presentation, I will discuss the forward modeling of the DSA 2000 radio interferometer, an
array set to exceed the capabilities of any existing or planned radio interferometer. Our approach
leverages forward modeling to design and validate the system, ensuring it meets scientific require-
ments, budget constraints, and computational feasibility. I will introduce our JAX-based forward
modeling framework, highlighting its distributive, auto-differentiation, and high-level program-
ming capabilities, which facilitate rapid prototyping and development. This talk will also show-
case several novel results from our forward modeling efforts. This marks the first instance where
forward modeling has been applied with such detail to characterize a radio interferometer both
before and after construction.
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Magnet Design Optimization with Supervised Deep
Neural Networks

Tuesday 24 September 2024 11:30 (20 minutes)

…
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A Surrogate Model to Optimize Injection Efficiency
in PSI muEDM Experiment

Tuesday 24 September 2024 11:50 (20 minutes)

…
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Contribution ID: 46 Type: not specified

Towards the optimization of a Muon Collider
Calorimeter

Tuesday 24 September 2024 12:10 (20 minutes)

Setup design plays a pivotal role in experiment development, particularly in high-energy physics,
where vast temporal and spatial scales dictate the course of research for decades. Our research,
embedded in the MODE Collaboration, aims to generalize Machine Learning tools for creating a
differentiable pipeline capable of suggesting optimal configurations for the Muon Collider Elec-
tromagnetic Calorimeter geometry. In our presentation we outline the structure of our pipeline,
emphasizing the methods employed to ensure full code differentiability. Our primary focus lies in
maximizing the reconstruction efficiency of photons amidst Beam-Induced background from muon
decays. The approach relies on three core blocks: (I) Signal Event Generator: Responsible for gen-
erating signal events; (II) Background Generator: Focused on simulating background events; (III)
Reconstruction Algorithm: Adapting the DeepJetCore Object Condensation framework. The talk
includes a showcase of performance tests for each core block, shedding light on their efficacy. Ad-
ditionally, we provide insights into the current status and challenges encountered in implementing
the complete pipeline.
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Studies on detector optimisation through end-to-end
surrogate models including discrete parameters.

Tuesday 24 September 2024 12:30 (20 minutes)

Primary author: KIESELER, Jan (KIT - Karlsruhe Institute of Technology (DE))

Presenter: KIESELER, Jan (KIT - Karlsruhe Institute of Technology (DE))

Session Classification: Particle Physics

Track Classification: Particle Physics

November 19, 2024 Page 46



Fourth MODE⋯ / Report of Contributions Differentiable Programming for I ⋯
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Differentiable Programming for Improved Real-Time
Particle Searches and Ghost Track Elimination

In this contribution, we explore advanced algorithms designed for real-time particle searches, uti-
lizing the enhanced parallelization capabilities of modern GPU-based trigger schemes. These algo-
rithms focus on detecting reconstructed particle tracks with high precision. By projecting physics
candidates onto 2D histograms of flight distance and mass hypotheses at a remarkable 30 MHz
rate, the algorithms identify potential new particle candidates and provide strategic guidance for
developing new detection triggers. A significant challenge in track reconstruction is the reduction
of “ghost tracks,” which result from false hit combinations in detectors. To address this, a single-
layer feed-forward neural network (NN) design has been pioneerd to filter ghost tracks through
the parallel evaluation of numerous track candidates using GPUs. This approach, implemented in
the first High-Level Trigger (HLT1) of the LHCb experiment for Run 3, supports real-time tracking
reconstruction while meeting high efficiency and throughput requirements. The NN is integrated
into several detection algorithms at LHCb HLT1 and can be adapted to various track reconstruc-
tion problems across different detector layouts. Details of the implementation and performance
of these strategies, within the context of differentiable programming, will be discussed, including
outcomes from initial prototypes from simulated and real data.
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Machine Learning for Particle Identification in Real
Time at the ATLAS Experiment

Tuesday 24 September 2024 18:25 (1h 35m)

Machine learning algorithms have proven to be powerful tools for identifying and classifying dif-
ferent types of particles. This is especially useful in experiments like the ATLAS experiment at
CERN. The large and complex amount of data generated from proton-proton collisions at the Large
Hadron Collider (LHC) require advanced techniques to accurately identify various particle signa-
tures for later distribution to different analyses.

In the current data-taking scenario, machine learning techniques are used to identify tau leptons
and b quarks. A Recurrent Neural Network (RNN) has replaced the previous Boosted Decision
Tree (BDT) for tau lepton identification in the ATLAS High-Level Trigger, significantly improving
reconstruction efficiency. More advanced algorithms have also been developed for b-quark identi-
fication. The b-tagging algorithms implemented for Run 3 also improved to distinguish these jets
from background jets created by single quarks and gluons.

Primary author: LANZAC BERROCAL, Marta (Univ. of Valencia and CSIC (ES))
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Neuromorphic Readout For Homogeneous Hadron
Calorimeters

Tuesday 24 September 2024 18:25 (1h 35m)

We investigate the transduction-less readout of light signals from hadronic showers in a homo-
geneous calorimeter by nanowires that can be arranged in a network, communicating through
the time-encoding of light pulses, and offering fast, energy-efficient local computation and gener-
ation of informative high-level primitives for the precise measurement of shower energy and the
identification of particle species using neuromorphic computing.

Primary authors: LUPI, Enrico (INFN Padova and University of Padova); DORIGO, Tommaso (INFN
Padova and LTU); DAS, Abhijit (Lund University); SCHILLING, Alexander (RPTU); MIKKELSEN,
Anders (Lund University); DE VITA, Andrea (INFN Padova and University of Padova); SANDIN, Fredrik
(LTU); KIESELER, Jan (KIT); WILLMORE, Joseph (INFN Padova); AEHLE, Max (RPTU); GAUGER,
Nicholas R. (RPTU); KEIDEL, Ralf (RPTU); KORTUS, Tobias (RPTU); NGUYEN, Xuan-Tung (INFN
Padova and RPTU)
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PETAL-3D: A Novel 3D U-Net Approach for
Ultra-Low-Dose PET Image Denoising

Wednesday 25 September 2024 14:20 (20 minutes)

Positron Emission Tomography (PET) is a functional imaging technique in nuclear medicine in
which a radioactive tracer is injected into the patient to examine metabolic and physiological pro-
cesses. Reducing the radiation dose to the patient is desirable and can be achieved by administering
lower amounts of radiotracer. However, low-dose examinations result in increased noise level in
the reconstructed images. To address this challenge, we have proposed a novel approach, Progres-
sive Elimination of Noise Towards Accurate Ultra Low-Dose PET Images Using 3D U-Net (PETAL-3D).
PETAL-3D iteratively improves the image quality of low-dose images by leveraging several se-
quential 3D U-Nets. PETAL-3D was trained on datasets of full and lowered dose scans from two
state-of-the-art total-body PET scanners: Siemens Biograph Vision Quadra and United Imaging
uEXPLORER. PETAL-3D’s performance was compared against a 4-mm Gaussian filter, a tradi-
tional 3D U-Net, and an anatomically guided 3D U-Net. The results demonstrated that PETAL-3D
significantly enhances image quality, as evidenced by global and local metrics, without introduc-
ing artifacts. This study underscores the potential of integrating deep learning in medical physics
to optimize ultra-low-dose PET imaging. Since the application is done at the image level, it can be
translated to other imaging systems and modalities.
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Toward Particle ID in Granular Hadron Calorimeters
Tuesday 24 September 2024 18:25 (1h 35m)

High granularity has become a desirable feature in hadron calorimeters after the parallel realiza-
tions that 1) the hadronic decay of boosted heavy particles could be successfully identified within
fat jets, and 2) that particle flow techniques relying on detailed structure of the hadronic showers
are an invaluable technique for event reconstruction. In this work we study if arbitrarily high
granularity may also allow for a discrimination of the identity of hadrons of different kinds as gen-
erators of the observed showers. Using Geant4 we simulate a million-cell calorimeter module and
seek discrimination of protons from charged pions and kaons. In our preliminary results we ob-
tain significant discrimination power by analyzing detailed features of the topology of the energy
deposition.
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Contribution ID: 54 Type: not specified

Versal ACAP processing for ATLAS-TileCal signal
reconstruction

Tuesday 24 September 2024 18:25 (1h 35m)

Particle detectors at accelerators generate large amount of data, requiring analysis to derive in-
sights. Collisions lead to signal pile up, where multiple particles produce signals in the same
detector sensors, complicating individual signal identification. This contribution describes the im-
plementation of a deep learning algorithm on a Versal ACAP device for improved processing via
parallelization and concurrency. Connected to a host computer via PCIe, this system aims for en-
hanced speed and energy efficiency over CPUs and GPUs. In the contribution, we will describe
in detail the data processing and the hardware, firmware and software components of the signal
reconstruction of the Tile Calorimeter (TileCal) of the ATLAS detector which will be running in
real time in the HL-LHC era. The contribution presents the implementation of the deep learning
algorithm on Versal ACAP device, as well as the system for transferring data in an efficient way.
In addition, the system integration tests and results from the tests with beam performed at CERN
will be presented.
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Contribution ID: 55 Type: not specified

Porting MADGRAPH to FPGA using High-Level
Synthesis (HLS)

Tuesday 24 September 2024 18:25 (1h 35m)

The escalating demand for data processing in particle physics research has spurred the exploration
of novel technologies to enhance efficiency and speed of calculations. This study presents the de-
velopment of a porting of MADGRAPH, a widely used tool in particle collision simulations, to
FPGA using High-Level Synthesis (HLS).
Experimental evaluation is ongoing, but preliminary assessments suggest a promising enhance-
ment in calculation speed compared to traditional CPU implementations. This potential improve-
ment could enable the execution of more complex simulations within shorter time frames.
This study describes the complex process of adapting MADGRAPH to FPGA using HLS, focusing
on optimizing algorithms for parallel processing. A key aspect of the FPGA implementation of the
MADGRAPH software is reduction of the power consumption, which important implications for
the scalability of computer centers and for the environment. These advancements could enable
faster execution of complex simulations, highlighting FPGA’s crucial role in advancing particle
physics research and its environmental impact.
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Development and explainability of models for
machine-learning-based signal reconstruction

Tuesday 24 September 2024 18:25 (1h 35m)

Machine learning methods are being introduced to all stages of data reconstruction and analysis
in various high energy physics experiments. We present the development and application of con-
volutional neural networks with modified autoencoder architecture. These networks are aimed
at reconstructing the pulse arrival time and amplitude in individual scintillating crystals in the
PADME experiment detectors. The network performance is discussed as well as the application of
xAI methods for further investigation of the algorithm and improvement of the output accuracy.
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Algorithmic differentiation in a granular calorimeter
Tuesday 24 September 2024 18:25 (1h 35m)

Algorithmic differentiation (AD) allows to compute derivative of
computer-implemented function. Among other applications, such
derivatives are useful across domains for gradient-based design
optimization and parameter fitting. In the context of high-energy
physics, AD may allow to systematically improve detector designs based on end-to-end simula-
tions of detectors. We have recently added
an important building block to this end by releasing a forward-mode
differentiated version of the Geant4 toolkit for the simulation of the
passage of particles through matter, validating derivatives for a
simple sampling calorimeter made up of square layers of absorber and
gap material.

In this poster, we use the differentiated version of Geant4 to simulate
a calorimeter made up of a 100x100x100 grid of sensitive voxels. This
allows to validate the derivatives investigated in our previous study,
namely, derivatives of energy depositions with respect to the primary
energy of incoming particles and geometric lengths of the detector
design, in this more complex setup.
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Contribution ID: 58 Type: not specified

Derivative-based optimization for applications in
physics

Tuesday 24 September 2024 10:00 (50 minutes)

The provision of exact and consistent derivative information is important for numerous applica-
tions arising from optimization purposes as for example optimal control problems. However, even
the pure simulation of complex systems may require the computation of derivative information.
Implicit integration methods are prominent examples for this case.

The talk will present the technique of algorithmic (or automatic) differentiation (AD) to compute
exact derivative information for function evaluations given as computer programs. This includes
a short overview of the history of AD and a description of the main variants of AD, namely the
forward mode to compute sensitivities as well as the reverse mode for the provision of adjoints.
A discussion of complexity estimates follows yielding the important cheap gradient result. Sub-
sequently, I will present two applications of derivative-based optimization in the field of physics.
First, the parameter identification of material parameters for an ultrasound application is discussed.
This includes also the question of an optimal experimental design. Second, we will examine reso-
nance phenomena in the field of photonics. Here, capturing sensitivities is crucial for the investi-
gation and optimization of exceptional-point-based applications,
such as optical sensors.
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Contribution ID: 59 Type: not specified

Learning Without Labels
Monday 23 September 2024 10:00 (50 minutes)

This presentation focuses on unsupervised representation learning. We first introduce the con-
cept of representation learning, contrasting it with supervised learning. We then discuss several
approaches to unsupervised representation learning, including those based on autoencoders, dis-
criminators, contrastive and generative methods. Next, we shift our focus to generative models,
discussing their foundations and different types of generative models. We highlight the relation-
ship between unsupervised learning and the statistical, causal, and physical levels of modeling.
Finally, we discuss the utility of unsupervised learning in a variety of downstream tasks, includ-
ing image recognition, object detection, and reinforcement learning.
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Contribution ID: 60 Type: not specified

Collision Resistance in random Neural
Network-Based Hash Functions

Monday 23 September 2024 14:30 (50 minutes)

Contemporary post-quantum cryptographic protocols rely on worst-case intractability assump-
tions and consist of multiple intricate steps. In contrast, in this talk we shall explore a model
system that directly addresses fundamental computational challenges and that can be mapped on
a random neural networks.

We investigate the collision resistance property of a specific class of neural networks, positing that
it is difficult to find two distinct sets of weights that produce the same labels for a random data set.
Our analysis demonstrates this by upper bounding the local entropy as a function of the distance be-
tween collision pairs, revealing the emergence of an overlap gap property—a phenomenon widely
considered a significant obstacle for efficient algorithms, including quantum annealing. These the-
oretical results are corroborated by numerical experiments employing approximate message pass-
ing algorithms and simulated annealing, both of which fail well before the predicted thresholds.
Our findings suggest potential applications in contemporary cryptography, where these neural
networks can be utilized to develop secure cryptographic hash functions.
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Contribution ID: 61 Type: not specified

Simultaneous high-dimensional calibration with
differentiable simulations for a liquid argon time

projection chamber
Monday 23 September 2024 17:35 (20 minutes)

The fidelity of detector simulation is crucial for precision experiments, such as DUNE which uses
liquid argon time projection chambers (LArTPCs). We can improve the detector simulation by per-
forming dedicated calibration measurements. Using conventional calibration approaches, typically
we are only able to tackle individual detector processes per measurement. However, the detector
effects are often entangled in the measured detector output, particularly in LArTPCs. In this talk,
we will present differentiable simulation solutions with gradient-based optimization for improv-
ing the modeling of both the charge and light signals from LArTPCs. The use of the differentiable
simulator allows in-situ calibration which provides natural consistency between the calibration
measurements and simulation application. This work also paves a way towards developing an
“inverse detector simulation” for mapping the detector output to detector physics quantities of
interest.
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Evo-SAN: Evolutionary Optimization and Co-design
of Energy-efficient Neuromorphic Hardware Trigger

for UHE Neutrino Detection
Tuesday 24 September 2024 18:25 (1h 35m)
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Machine learning in muography: Optimisation of
muon detection systems for border control using

TomOpt
Tuesday 24 September 2024 18:25 (1h 35m)
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Improving BioDynamo’s Performance using ROOT
C++ Modules

Tuesday 24 September 2024 18:25 (1h 35m)
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Welcome
Monday 23 September 2024 09:30 (1 minute)
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Welcome from Local Organisers
Monday 23 September 2024 09:31 (4 minutes)
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Introduction and scope of the Workshop
Monday 23 September 2024 09:35 (25 minutes)
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Computational Evaluation of Na3SbX3 (X =S, Se) for
resistive switching memory devices for
Neuromorphic Computing applications

Tuesday 24 September 2024 18:25 (1h 35m)

Neuromorphic Computing draws inspiration from the brain. Resistive Random-Access Memory
(ReRAM) is gaining attention for its potential use in neuromorphic computing, mimicking neural
networks for efficient data processing. Recent advancements introduce innovative materials such
as metal oxides (e.g., HfO₂, Ta₂O₅), perovskites, and 2D materials like graphene, which enhance
the scalability, switching speed, and power efficiency of ReRAM devices. In our work, we have
explored new chalcogens for ReRAM applications. These materials possess suitable optoelectronic
attributes, enable multi-level states and greater synaptic plasticity, making them ideal candidates
for future neuromorphic systems that require high-density, low-power, and brain-like information
processing.

Presenter: AWAIS, Muhammad

Session Classification: Poster session
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Poster Awards
Wednesday 25 September 2024 12:30 (10 minutes)

Presenters: GLASER, Christian (Uppsala University); TORRO PASTOR, Emma (Univ. of Valencia
and CSIC (ES)); KUSCH, Lisa (TU Eindhoven)
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