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Particles are maintained in their configuration 
thanks to the RF Cavities in point 4.
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Phase Stability in HL-LHC

• With the High-Lumi upgrade there will be 200 collisions per bunch crossing, which is a 
factor of 5 from the current scenario. High Pileup because of superposed collisions.


• Adding a 4th dimension allows to distinguish superposed collisions in space.


• Picosecond-level phase stability is required.

Mitigation with Precision Timing

With su�cient time resolution and coverage for charged particles,

traditional three-dimensional vertex fit can be upgraded to a

four-dimensional fit

Josh Bendavid (CERN/LPC) CMS HL-LHC 32

7.2. MAIN DRIVERS FROM THE FACILITIES 155

Must happen or main physics goals cannot be met Important to meet several physics goals Desirable to enhance physics reach R&D needs being met
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DRDT

Novel microelectronic technologies, devices, materials 
Silicon photonics
3D-integration and high-density interconnects
Keeping pace with, adapting and interfacing to COTS

 4D-
techniques

Figure 7.1: Schematic timeline of categories of electronics together with DRDTs and
R&D tasks. The colour coding is linked not to the intensity of the required e↵ort but
to the potential impact on the physics programme of the experiment: Must happen or
main physics goals cannot be met (red, largest dot); Important to meet several physics
goals (orange, large dot); Desirable to enhance physics reach (yellow, medium dot); R&D
needs being met (green, small dot); No further R&D required or not applicable (blank).

reduce pixel pitch and increase functionality. These industrial advances can provide
the means to enhance or even revolutionise the performance of future detector readout
ASICs and their interconnection to high granularity detectors.

Commercial communications and data processing technologies continue to evolve
rapidly. Optical links are now ubiquitous in homes, o�ces and data centres and enable
massive data transfers across the globe. Data-processing technologies are using increas-
ingly specialised co-processing, stream-processing, and multi-processing architectures,
as opposed to more powerful single devices. The di�culty in HEP will be in keeping
pace with these extremely complex new developments, which unlike today’s FPGAs are
largely proprietary and not typically available for use in custom developments.

These considerations feed into a number of recommendations discussed in Chap-
ter 10, while the technical R&D themes are detailed later in this section and summarised
in Chapter 11. As discussed below, for the timeline illustrated in Figure 11.1 R&D on
DRDT 7.1, DRDT 7.2, DRDT 7.3, and DRDT 7.5 is essential to realising the facilities
listed in Figure 3 and Figure 4 of the Introduction, all the way through to the FCC-
hh/muon collider era. For DRDT 7.4 there is the particular challenge of the two orders
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Timing Distribution System - ATLAS Network

PLL

Tx TxRx TxRx Rx

PLL PLL PLL

CTP LTI Felix lpGBT

Virtex US+ Kintex US+ Versal Premium ASIC

Back End Front End

• The Reference Clock is embedded in the data stream.


• To maintain synchronization the clock is recovered from the incoming data and 
used as a reference for the next transmission of the cascade.


• The transmission is synchronous (phase aligned) to its reference clock.
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Phase Alignment
• Data streams are parallelized when entering in an FPGA, to be handled with a 

slower clock. (Ex: 9.6Gbps with 240MHz clock means division by 40)


• To handle the data always with the same offset, frame headers are used to 
perform the alignment. 


• With 8b10b encoding, the headers are called commas: in the receiver a state 
machine performs the alignment by shifting bit by bit the parallelized data until 
the comma is in the predefined position.

0100101001 1011001001 1101001011 Comma (10 bit)

0100101001 1011001001 1101001011 0100110110

0100101001 1011001001 1101001011 0100110110
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FSM 
Aligner
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Fast Recovered Clock Divided Recovered Clock

Phase Alignment 
in the Receiver

401

• Data and Recovered Clock 
are both aligned using the 
comma as a reference


• Between startups, without 
alignment the divided 
recovered clock jumps by n UI 
(1UI = 1/datarate) 
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Buffer

8b10b 
Encoder
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UltraScale Architecture GTH Transceivers 157
UG576 (v1.7.1) August 18, 2021 www.xilinx.com

Chapter 3: Transmitter

Using TX Polarity Control

TXPOLARITY can be tied High if the polarity of TXP and TXN needs to be reversed. 

TX Fabric Clock Output Control

Functional Description
The TX Clock Divider Control block has two main components: serial clock divider control 
and parallel clock divider and selector control. The clock divider and selector details are 
illustrated in Figure 3-29.

X-Ref Target - Figure 3-29

Figure 3‐29: TX Serial and Parallel Clock Divider

UG576_c3_25_040419
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Proposed clocking architecture for Phase Monitoring and Alignment

• It is possible to extract 
the serializer clock, 
XCLK, which is fixed 
phase with the data 
stream


• A DDMTD measures 
the phase between 
XCLK and TxRef


• The transceiver Phase 
Interpolator (PI) is 
controlled via DRP to 
perform the phase shift


• The step is UI/64     
(1UI = 1/datarate)


• The required shifts are 
by n x 64
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Scope: TxRef-TxData σ = 1194.62 ps pkpk = 4063.75 ps
DMTD: TxRef-XCLK σ = 1194.66 ps pkpk = 4062.89 ps
Scope-DMTD. σ = 0.90 ps max = 2.50 ps
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Tx UI Alignment test with MyUIAligner - Aligner disabled
Si5391-A as TxRef , Zynq FPGA + DDMTD + TxPI, no bufstatus flag used.
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Tx UI Alignment test with MyUIAligner - Aligner disabled
Si5391-A as TxRef , Zynq FPGA + DDMTD + TxPI, no bufstatus flag used.

Scope: TxRef-TxData
σ: 1194.62 ps
pkpk: 4063.75 ps

points: 2000

time: 9 h 8 m

DMTD: TxRef-XCLK
σ: 1194.66 ps
pkpk: 4062.89 ps

points: 2000

time: 9 h 8 m

Default clocking architecture (non deterministic)

• At each tx reset the phase relation between XCLK and RefClk changes by n UI


• The phase relation between XCLK and the Data Stream is always fixed

1UI ~104ps
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Deterministic solution Scope: TxRef-TxData σ = 0.48 ps pkpk = 2.61 ps
DMTD: TxRef-XCLK σ = 0.28 ps pkpk = 1.43 ps

Die temp pkpk = 0.54°C
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Tx UI Alignment test with MyUIAligner
Si5391-A as TxRef , Zynq FPGA + DDMTD + TxPI, no bufstatus flag used.
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Tx UI Alignment test with MyUIAligner
Si5391-A as TxRef , Zynq FPGA + DDMTD + TxPI, no bufstatus flag used.

Scope: TxRef-TxData
σ: 0.48 ps
pkpk: 2.61 ps

points: 1000

time: 4 h 55 m

DMTD: TxRef-XCLK
σ: 0.28 ps
pkpk: 1.43 ps

points: 1000

time: 4 h 55 m

• 1.4ps phase determinism 
within 1000 tx resets


• XCLK-TxRef & Data-TxRef

My phase alignment project: https://gitlab.cern.ch/eorzes/tx-ui-aligner/-/tree/master 

https://gitlab.cern.ch/eorzes/tx-ui-aligner/-/tree/master
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DDMTD

• HDL module which allows 
measure phase inside the 
FPGA with ps-level accuracy


• Requires an offset clock to be 
slightly slower than the input 
clock

D Q
clk1

D Q
clk2

Deglitcher

Deglitcher

Pulse
Generator

Pulse
Generator

phaseDigital
Counter

Helper PLL

dmtd_clk domain

Digital Dual Mixer Time Difference

My DDMTD: https://gitlab.cern.ch/eorzes/tx-ui-aligner/-/tree/master/src/hdl/myddmtd

Original DDMTD: https://white-rabbit.web.cern.ch/documents/DDMTD_for_Sub-ns_Synchronization.pdf

https://gitlab.cern.ch/eorzes/tx-ui-aligner/-/tree/master/src/hdl/myddmtd
https://white-rabbit.web.cern.ch/documents/DDMTD_for_Sub-ns_Synchronization.pdf
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DDMTD - Sampler
D Q

clk1

D Q
clk2

Deglitcher

Deglitcher

Pulse
Generator

Pulse
Generator

phaseDigital
Counter

Helper PLL

dmtd_clk domain

• The output period is the amplification 
of the input period by a factor of n+1.
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33

4.9.3 Sampler

The principle of the DDMTD is based on the sampler, the dmtd clk is generated by

an helper PLL from one of the two input clocks, its frequency νdmtd has an offset νb,

called beat frequency, from the input clocks frequency νi, as shown in equation 4.4.

The bigger is n the smaller νb the greater the resolution.

νdmtd =
n

n+ 1
νi (4.4)

The amplification factor for the input period is defined in equation 4.5, where νq is the

frequency of the signal coming out from the samplers.

νq =
1

n+ 1
νi (4.5)

Finally, the resolution δdmtd is defined by the ratio of the counter resolution δc over the

amplification factor of the input period, as shown in equation 4.6.

δdmtd =
νq
νi

δc =
1

n+ 1
Tdmtd (4.6)

Most importantly, the beat frequency νb is the output frequency νq.

νb = νi − νi (
n

n+ 1
) =

1

n+ 1
νi = νq (4.7)

To demonstrate these conclusions I will use two methods, the first is approximated

but produces the exact result, the second is exact and simpler, but requires some

geometrical intuition.

Trigonometric demonstration

Let Q1 and Q2 be the sampler’s outputs, in first approximations consider the square

wave represented by the fundamental harmonic. Let θ be the phase difference of the

two inputs and α the ratio of νdmtd and the input frequency. From 4.4 we get the value

for α, equation 4.8.

α =
n

n+ 1
(4.8)

Supposing that a sampler and holder is equivalent to a mixer with a low pass filter (see

next subsection), the sampler’s outputs are defined in equations 4.9 and 4.10.

Q1 = cos(2π νi t) cos(2π α νi t) (4.9)

Q2 = cos(2π νi t + θ) cos(2π α νi t) (4.10)

Evaluating the product of cosines in equation 4.11 we get

Q1 =
1

2
(cos(2π (1 + α) νi t) + cos(2π (1− α) νi t)) (4.11)
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DDMTD - Deglitcher
D Q

clk1

D Q
clk2
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Pulse
Generator

Pulse
Generator

phaseDigital
Counter

Helper PLL

dmtd_clk domain

• At high resolutions jitter is sampled, causing glitches on the sampler’s output.


• The deglitcher is a state machine that removes the glitches by choosing as a 
valid transition the last one.
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DDMTD - Digital Counter
D Q

clk1

D Q
clk2

Deglitcher

Deglitcher

Pulse
Generator

Pulse
Generator

phaseDigital
Counter

Helper PLL

dmtd_clk domain

• A digital counter is used to count between the pulses corresponding to the edges 
of the two deglitchers


• Averages are necessary to mitigate metastability and jitter


• The conversion in time is given by the following function

43

To properly model jitter in a realistic way, a method to not accumulate a phase error

has been developed, at each edge of the clock a random signed number is added to the

wait statement that determines the rising and falling edges of the clock. Then this value

is stored and subtracted in the next cycle. In real life jitter can have different causes but

it never has memory, it is determined by the current molecular scenario in the signal

path, like noise, and by the transmitted data and other things, it is always localized

in time and averaging it has to disappear, otherwise it becomes a systematic error and

then is not jitter anymore. Jitter in fact is evaluated above 10Hz, as will be discussed

in chapter 6. In figure 4.26 glitches can be observed in the Flip-Flop output (sampler)

Figure 4.26: Waveforms in DDMTD: from clock in to pulse out, with jitter simulation.

q, and the deglitcher output qcln has no glitches, then the pulse is generated and the

counter starts. The measured phase has an error of 3.25 ps, compatible with the injected

jitter. Removing the jitter, the error is still around 3 ps, probably because of a resolution

issue with the simulator. The error disappear scaling down the frequencies and up the

delays by 3 orders of magnitude. To convert the counter output in picoseconds, the

formula 4.25 is adopted.

phase ps = counter n ∗ 1012 ∗ fin − fdmtd

finfdmtd
(4.25)

That formula comes from the following consideration

phase = counter n ∗ Tdmtd
Tin

Tq
(4.26)

4.9.7 Characterization

The DDMTD is tested in the FPGA, a Zynq UltraScale+ on zcu102. To do the charac-

terization two methods are employed, the first is based on a Programmable Delay Line

(PDL), the second on the Phase Interpolator (PI). The goal is to sweep the phase of one

of the two input clocks with a step pattern and to measure the phase difference both

on scope and on DDMTD. Two steps are used, one is 1 ps and the other is 20 ps, for

both 5 measurements are taken for each step, with a total of 32 steps, repeated going

up and down. Each measurement is the average of 100k single values. To generate the

two input clocks for the PDL characterization I use the HPTC Si5344-D PLL board

(chapter 3). The input clocking for the FPGA is described in section 4.11.
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finfdmtd
(4.25)

That formula comes from the following consideration

phase = counter n ∗ Tdmtd
Tin

Tq
(4.26)

4.9.7 Characterization

The DDMTD is tested in the FPGA, a Zynq UltraScale+ on zcu102. To do the charac-

terization two methods are employed, the first is based on a Programmable Delay Line

(PDL), the second on the Phase Interpolator (PI). The goal is to sweep the phase of one

of the two input clocks with a step pattern and to measure the phase difference both

on scope and on DDMTD. Two steps are used, one is 1 ps and the other is 20 ps, for

both 5 measurements are taken for each step, with a total of 32 steps, repeated going

up and down. Each measurement is the average of 100k single values. To generate the

two input clocks for the PDL characterization I use the HPTC Si5344-D PLL board

(chapter 3). The input clocking for the FPGA is described in section 4.11.
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Fig. 4. Block diagram of the transmitter test setup.

phase uncertainty present in the BB technique and removing
the uncertainty coming from the clock-tree. The static mode
is recommended when the boards will not be subject to large
temperature excursions. The results reported in this article
were performed using the static mode.

The setup used to test this technique is
shown in Fig. 4. The same test was executed for two different
Xilinx FPGA evaluation boards: a ZCU102 [15] containing a
Zynq-Ultrascale+ SoC with the transceiver implemented in a
GTH-Ultrascale+ and a KCU116 [16] containing a Kintex-
Ultrascale+ FPGA with the transceiver implemented in a
GTY-Ultrascale+. The FPGA transceiver receives a reference
clock of 320 MHz and it is configured at 10.24 Gbit/s (lpGBT
data-rate). In order to ease the measurements, the FPGA
transmits a clock pattern at 320 MHz as a data stream. Both
transceivers implemented use QPLL, which has a low-jitter

-tank based VCO.
Test measurements are performed with a DSA91204A oscil-

loscope from KeySight [17]. An edge-to-edge time measure-
ment between the reference clock fed to the transceiver and the
Tx data is performed. The sampling rate is set to 10 GS/s with
an acquisition window of 2 ms. For each phase measurement,
around 1.5 MS are accumulated and the phase value analyzed
here is the mean of the distribution obtained. All signals are
ac-coupled to the oscilloscope and an absolute threshold level
of 0 V is used. The temperature of the laboratory was not
controlled during the tests but the variations were smaller than
5 ◦C while the measurements were performed. After each
measurement, a reset of the FPGA transceiver is performed
and a new measurement starts.

The two techniques previously discussed were tested using
this setup for the two different FPGA evaluation boards.
They were tested using the same measurement equipment.
The results can be observed in Figs. 5 and 6 for the GTH
Ultrascale+ and GTY Ultrascale+, respectively. Each his-
togram represents approximately 1000 measurement points.
For the simple BB technique, we can observe discrete steps
of multiples of 1.5 ps for different reset numbers (shown in
red). Our hypothesis is that they correspond to different Tx PI
positions as previously discussed. In comparison, the technique
proposed in this article always presents a deterministic phase
after a startup (shown in blue). In summary, previous state-of-
the-art techniques provide a standard deviation of the phase
after resets of around 4.0 ps, whereas our proposed technique
based on the HPTD IP core has a standard deviation of around
0.4 ps. This corresponds to an improvement of a factor of 10
in the phase stability after resets for an environment with a
relatively stable temperature.

Fig. 5. Transmitter phase results for GTH Ultrascale+. Total number of
events is 1000.

Fig. 6. Transmitter phase results for GTY Ultrascale+. Total number of
events is 1000.

The radiation-hard lpGBT ASIC was not yet
available when these tests were performed. Therefore, system
tests were performed with its predecessor, the GBTx chip.
The setup used for the system tests is shown in Fig. 7.
A Xilinx FPGA evaluation board (KCU105 [18]) was used to
emulate a back-end board implementing the GBT-FPGA core,
a soft IP core developed at CERN to implement the back-
end counterpart of the GBTx ASIC. This board contains a
Kintex Ultrascale FPGA, and the transceiver implemented is a
GTH Ultrascale. The transceiver is implemented following the
GBT-FPGA example design which uses a CPLL, containing
a ring-oscillator-based VCO. The versatile link demo board
(VLDB) [19] was used to emulate a front-end card (containing
a GBTx).

The high-speed optical link has a data rate of 4.8 Gbit/s.
A pseudorandom bit sequence of length 27 − 1 (PRBS-7)
pattern is transmitted using the GBTx encoding scheme imple-
mented in the GBT-FPGA core. The FPGA evaluation board
is equipped with a commercial AFBR-709SMZ optical trans-
ceiver from FoxConn. The radiation-hard versatile transceiver
(VTRx) [20] is used for VLDB. A 2-m-long multimode optical
fiber was used between the back-end and front-end optical

GTY

GTH

Measurements from Eduardo Mendes.

TxRef

TxFPGAOther techniques
HPTD IP Core & BufferBypass
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HPTD IP Core

• Tx resets causes the 
transmitted data to 
change the alignment 
with the reference clock


• No aligner is present in 
the transmitter IP core


• tx_phase_aligner is a 
soft VHDL core to 
perform the alignment 
exploiting txbufstatus 
flag and Elastic Buffer

EDMS Document Number
XXXXXXX
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4 Core Overview

Architecture

The tx phase aligner architecture is depicted in figure 5. It is composed of three main blocks which have
the following functionality:

• fifo fill level acc: Phase measurement based on the Tx FIFO fill level flag (late/early flag) coming
from the FPGA transceiver. The flag is averaged in order to provide us with a high resolution phase
detection

• tx pi ctrl: Controller of transmitter phase based on the phase-interpolator

• tx phase aligner fsm: Algorithm implemented as a finite state machine responsible for aligning the
transmitter phase in the 0 ! 1 transition of the Tx FIFO fill level flag

Figure 5: Block diagram tx phase aligner

A simplified overview of the state machine implemented by the tx phase aligner fsm is shown in figure 6.
In order to speed up the alignment process, a first coarse alignment is performed using a low resolution
phase detection (the accumulator for the fifo fill level acc is set to a low value) and coarse phase shifting
(the steps of the tx pi ctrl block is set to a high value). This is followed by a fine alignment with a high
resolution phase detection and fine step phase shifting.

The algorithm implemented can have two different flavours (FINE ALIGNMENT and UI ALIGNMENT)
depending on the implementation requirements. The overview of the those flavours is given below.

• 1) FINE ALIGNMENT: At each reset, re-align transmitter with fine PI step

!Recommended for?

applications not requiring a lower phase determinism ( 5-10 ps variation - based on our
measurements) after resets

applications using this block only as a CDC strategy with minimal latency variation

HPTD IP Designed by Eduardo Mendes.
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HPTD IP Core: https://gitlab.cern.ch/HPTD/tx_phase_aligner

https://gitlab.cern.ch/HPTD/tx_phase_aligner
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Deterministic solutions: Proposed UI Aligner HPTD IP Core Buffer Bypass

Determinism 2ps 2ps 30ps

Resources
1 DDMTD


DRP Controller

GT’s TxPI

FSM for alignment

DRP Controller


GT’s TxPI
/

Requirements Access to XCLK Access to txbufstatus flag Buffer Bypass setting

My phase alignment project: https://gitlab.cern.ch/eorzes/tx-ui-aligner/-/tree/master 

https://gitlab.cern.ch/eorzes/tx-ui-aligner/-/tree/master

