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Artificial Intelligence on Embedded Devices
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Industry Trends
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(Source: embedded.com / AspenCore Media)

https://www.embedded.com/embedded-survey-2023-more-ip-reuse-as-workloads-surge/
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Airbus Designs Onboard FPGA-Based Deep Learning Processor 

Using MATLAB

Using the workflow provided by Deep Learning HDL 

Toolbox, Airbus engineers implemented an FPGA-based 

anomaly detection system for spacecraft employing deep 

learning models. 

Key Outcomes/Results:
▪ Workflow for rapid prototyping and verification of deep 

neural networks on FPGAs

▪ Enabling collaboration between hardware, systems, 

and deep learning engineers 

▪ Detected potential satellite failure modes earlier 

compared to traditional thresholding-based methods 

▪ Produced deep learning processor for use and 

deployment with any FPGA vendor with FreeRTOS or 

other operating systems

“The MATLAB deep learning processor IP core is 

essentially platform-agnostic, which allowed for its 

incorporation into a real-time operating system that could 

be certified for space. A major challenge was to develop 

an application that interacted with it, but MathWorks 

support helped us a lot in this.”

- Andreas C. Koch, onboard software engineer, Airbus

Real-world anomalies detected by the deep 

learning network running on an FPGA.

Link to user story

https://www.mathworks.com/company/user_stories/airbus-designs-fpga-based-anomaly-detection-system.html
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Challenges of Deploying Deep Learning to FPGA Hardware

▪ How to get the AI model to run on the edge device in first place?

▪ How to make the AI model fit and performant on an edge device?

?
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Customizable Deep Learning Processor
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HDL Coder

Deep Learning HDL Processor steps
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Challenges of Deploying Deep Learning to FPGA Hardware

▪ How to get the AI model to run on the edge device in first place?

▪ How to make the AI model fit and performant on an edge device?

?
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Two Compression Techniques
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Taylor Approximation Pruning
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Projected Layer Pruning

High-dimensional space of input and 

output neurons holds redundancies

Technical article on projected layer pruning

https://www.mathworks.com/company/newsletters/articles/compressing-neural-networks-using-network-projection.html?s_tid=srchtitle
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Deep Network Quantizer - Int8 Quantization
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Deep Learning Processor (DLP) Configuration
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Estimate Resource Utilization and Performance 

for Custom Processor Configuration

Reference zcu102_int8 bitstream configuration:

▪ Possible performance of 13982 frames per second (FPS) to a Xilinx ZCU102 ZU9EG device

▪ Digital signal processor (DSP) slice count — 2520 (available) / 805 (used)

▪ Block random access memory (BRAM) count — 912 (available) / 388 (used)

Requirements:

▪ Target performance of 500 frames per second (FPS) to a Xilinx ZCU102 ZU4CG device

▪ Digital signal processor (DSP) slice count — 240 (available) 

▪ Block random access memory (BRAM) count — 128 (available) 
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Estimate Resource Utilization and Performance for Custom DLP

estimatePerformance

estimateResources
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optimizeConfigurationForNetwork 

https://www.mathworks.com/help/releases/R2022b/deep-learning-hdl/ref/dlhdl.processorconfig.optimizeconfigurationfornetwork.html
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Solutions for Deploying Deep Learning to FPGA Hardware

Configurable Deep Learning Processor enables: 

▪ Fast prototyping to assess AI model performance

▪ Adapt to smaller edge devices

?
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Network Examples

Network Examples Application Area Type Release

VGG16/VGG19 Classification CNN

ResNet18/ResNet50 Classification/Detection CNN

YOLO v2 Object detection CNN

MobileNet v2 Classification/Detection CNN

1-Dimentional CNN networks Classification/Detection CNN

Segmentation networks Segmentation CNN

LSTM networks Signal processing RNN

YOLO v3 Object detection CNN

GRU network Signal processing RNN

YAMNet (Audio toolbox) Classification/Detection CNN

Projected LSTM Signal processing RNN

YOLO v4 tiny Object detection CNN
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