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Validation of the FPGA-based Trigger/DAQ system

*In high-energy particle physics experiments, the Trigger and DAQ (TDAQ) system plays a
crucial role in maximizing the overall performance of the experiment

*In recent years, with advancements in integrated circuit technology, TDAQ systems
have become more sophisticated and complex

» To accurately implement the system and achieve optimal TDAQ performance, it is

essential to develop a detailed and comprehensive electronics validation system using
actual hardware

-> We have designed and implemented an advanced SoC-based validation system
for muon trigger system in Phase-ll ATLAS experiment

This system makes it possible to demonstrate the trigger algorithm using the large
statistical “physical” datasets, such as Monte-Carlo simulation, toy straight tracks, and collision data
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Phase ll Upgrade for HL-LHC

» The operation of the ATLAS detector at High-Luminosity LHC (HL-LHC) will begin in 2029

Peak luminosity First stage trigger rate  First stage trigger latency
( cm sl ) ( kHz ) ( )
LHC (Run3) 2 % 10%* 100 2.5
HL-LHC 5_-75%10%* 1000 10

* Level-0 (LO) Muon Trigger system performs realtime
muon reconstruction in the endcap region with
layer coincidence of Thin Gap Chambers (TGC) signals

25m

» To handle the increased collision rate and
LO trigger rate, the readout and triggering
electronics of the TGC need to be replaced e naaret | Terstion ooton s

Semiconductor fracker

Thm Gap Chamber (TGC)
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Phase- 1l TGC electronics overview

ASD (Amplifier - Shaper - Discriminator) on-detector | off-detector

 Charge signals from TGC are amplified, TGC Fully replaced
shaped, and discriminated

60 - 100 m
: Track
PS board (Primary ProceSsor board) : Hit signals candidate
» Assigns hit r!sing edges to the corresponding 4| __‘W | ?aetid"”t
bunch crossings P o PS board

» Sends 256 bits of hit bitmap to SL every 25 ns (11 boards / JATHub)

~23 K 1434 48

boards boards boards

Endcap SL (Endcap Sector Logic)

- Trigger : Performs muon track reconstruction and estimates p+ by a layer coincidence of TGC hits

- Readout : Retrieves hit data and results of trigger calculation for each triggered event and
transmits it via an optical link to the latter module

» Control : Distributes timing and control signals to the PS boards
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Endcap Sector Logic (SL)

Virtex UltraScale+ FPGA (XCVU13P-1FLGA2577E)

@®Receives signals from the PS boards,
calculates muon trigger candidates, and reads out hits
and trigger information for LO-selected events

 Large-scale FPGA consisting of four silicon chips

» High-performance multi gigabit SERDES
transceivers (GTY) in 32 quad banks

Zynq UltraScale+ MPSoC (XCZUSEV-2SFVC784l) Ethernet
g

@Interfaces with TDAQ systems via ethernet. Serves as the il
control master for the Virtex Ultrascale+ FPGA and PS boards ’ N R L

: . . . 3 7 Zr; Ulf}éscalé;-
» High-performance multi gigabit SERDES transceivers i~ ;Y.,::?

(GTH) for communication with Virtex UltraScale+ FPGA

« MPSoC offers flexible functionalities with
its processor system for control and debugging

- which will be exploited in the validation system design
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Overview of the LO endcap muon trigger algorithm

* There are seven layers of TGC chambers, -‘-\

M1

organized into three stations

Toroidal magnetic field

,, Beam axis

* Muons comming from the IP are bent in a eta
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Trigger Validation System

Test Vector Generator (MTest Vector Generator
* A software tool which emulate the fiber routing from T Tov dat
the detector channel to SL m —
- It uniformly generate pseudo input of SL from every ¥
types of datasets Seed file (json)
Single-board test system Cabling database
* A SoC-based hardware system that performs
timing control, register control, and readout data Test Vector (.coe)
Hardware Software

Bitwise simulator

» A software simulator that completely emulates
trigger logics of hardware at the bit level

@B Bitwise
Simulator

@Single board
test system

By processing identical input data on two paths

and checking the consistency of those outputs

=We can achieve detailed validation
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Overview of single-board test system

« MPSoC (linux booted) serves as a master of validation system for control and readout

1. MPSoC writes the test vector into the BRAM inside the test vector injector

2. Timing Controller outputs the Test Pulse Trigger (TPT) signals

3. The trigger output is stored in the Buffer, and only the event that receive the LOA signal are
passed through to the MPSoC

4. Data in the BRAM is read out by CPU

/yng UltraScale+ SoC

Virtex UltraScale+ FPGA
Timing Controller

PS board|Test Plilse Trigger] Trigger Logic LO Achelot BRAM

I--- 7,936 bi&
| RX !

T e +) RLL

Vector

A S]]
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Implementation of single-board test system

Timing Controller

* Emulates the role of the central trigger and generates timing signals such as
test pulse trigger and Level-0 Accept (LOA) signals

* LOA signals are generated after a certain period following the test pulse trigger signals,
corresponding to the LO latency

Virtex UltraScale+ FPGA Zynq UltraScale+ SoC

Timing Controller

pS board|Test Philse Trigger| Trigger Logic LO Acdept

g 7,936 bi&
RX /25 ns

[ Bl
Vector

Test 7 b3g bt
Injector |_ / write 'H'er D

BRAM

X3 1
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Implementation of single-board test system

Test Vector Injector

» Stores test vectors of 7936 bits in a BRAM and injects them simultaneously
at 40 MHz in sync with the test pulse trigger signal

» The BRAM has a depth of 60, and it can be rewritten repeatedly from CPU, which enables
test with high statistics

/yng UltraScale+ SoC

Virtex UltraScale+ FPGA
Timing Controller

BRAM

PS board | Test Plise Triggen Trigger Logic LO Achelot

s e |
O {[ Bl

Test -
Vector
Injector

X3 1
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Implementation of single-board test system

Trigger Readout Selector

 Selects which trigger module’s output to read out by simple register control

* The depth of the buffer is set to different value tailored to each trigger stage

Virtex UltraScale+ FPGA

->By confirming that the correct data is being read out through LOA,
it is also possible to verify that the trigger logic is operating with the expected latency

Timing Controller

PS board | Test Pblse Triggerl Trigger Logic

|
X3 1 |

Ty

v

7,936 bi
/25 ns

Test 7,1936 b
Vector

Injector

<

\

/

S S

LO Achelot

Bifer

Buffer
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Technical detall: Inter-chip communication

Two bi-directional serial links: for control and readout

1. In the readout path, the AXI sender converts the 32-bit trigger data into the AXI protocol format

2. AX| C2C Master converts them into AXI Stream and Aurora 64B/66B encodes these data into serial
format to communicate with the MPSoC using the GTH giga bit transceiver

3. On the MPSoC side, data is decoded and transferred through the reverse process, and finally
dumped into the BRAM

4. In the control path, conversely, the MPSoC acts as the master of the AXI bus and performs read and write
operations to registers in the FPGA

_Virtex UltraScale+ FPGA Zynqg UltraScale+ SoC

Trigger |320] AXI i»AXI c2c| | Aurora Aurora | |AXI czci_» BRAM

Depth i—'

Readout sender Master 64B66B 64B66B Slave 3192
1608 Cops CPU
_ 32b AX| AXI C2C Aurora Aurora AXI C2C
registers *|-’ranslatorH Slave [ |64B66B 64B66B || Master —
AXI AXIS AXIS AXI
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Resource usage

*Even when combined with the other functionality of the SL,

there is a sufficient room for resource usage at this stage

(* Firmware development of the SL is currently ongoing)

Resource usage for single-board test system

2024/10/02

LUT REG CLB | BRAM | URAM
(1728000) | (3456000) (216000) | (2688) | (1280)
SLRO 0.51 0.26 1.54 5.47 0.00
SLR2 0.52 0.28 1.70 5.84 0.00
SLR3 0.42 0.32 1.27 2.96 0.00
Total 1.45 0.86 4.51 14.27 0.00
TWEPP 2024
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Trigger performance evaluation using single-board test system

» We successfully evaluate the trigger efficiency using single-board test system
-> providing an excellent opportunity for testing, validation, and debugging of the firmware

Link
c? 1_I I I I I I I I | I I I I | I I I I | I I I I | I I_
O - — et e a et _
Example of usage = - ¢¢:¢¢T—L SSaapat SN S ol s, CORE
(b — —
» Use a large statistics single muon MC dataset c 0.81 + _
to evaluate the trigger efficiency = - * ATLAS Simulation Preliminary -
(500 K events, O< Pr < 50 Ge\/) g 0.6 Single muon MC, no Pileup, 2.0<Inl<2.35 —
o _ cé) i i Phase-2 LO online muon reconstruction with 5 GeV requirement _
- We observed that the efficiency is lower than S B | | _
. _ D ntegrated firmware tests on prototype SL hardware
expected from the simulation (~94%) = 04 —
GE) : I Before LUT refinement (December 2023 version) :
* We investigated the output of each module and 5 0.0 | | -
identified issues in the logics and LUTs L4 + After LUT refinement (June 2024 version) _
» By applying the fix, efficiency was improved P O S SR i
Y 4PPYINg Y P OO 10 20 30 40 50

Truth Muon p_ [GeV]
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L0MuonTriggerPublicResults#Demonstration_of_performance_imp

Summary

» Establishing a detailed and comprehensive validation system using actual hardware is
critical to realize the next-generation TDAQ system

* The SoC-based single-board test system is one solution

1. Take a sufficient amount and variety of data, such as MC simulation, toy straight track, and

actual collision data

2. Monitor the trigger output (or intermediate output) and perform
comparisons with the input data or with simulations

3. Verity that the logic circuits are implemented with the expected latency

*We have completed the design and implementation of this test system for the Phase-2 TGC
Endcap SL and are now fully utilizing it in studies aimed at maximizing trigger performance

= This validation method and implementation techniques are widely applicable to
electronics systems with SoC
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Back up
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Technical detail: Register Control

 In the MPSoC, the modules connected via the AXI protocol from the CPU, are mapped to

the physical address space of CPU

» We designed to map the addresses assigned to AXI C2C to the address of FPGA registers
-> CPU can seamlessly operate the registers on the FPGA as if accessing physical memory

» On the FPGA side, the AXI Translator mediates the AXI C2C and the registers. By connecting
each register using the custom protocol instead of the AXI protocol, the bus width for crossing

SLRs can be minimized

Network O

Masters Slaves
) MPSoC address space
3 . 0x8000_0000 [/axi bram ctrl 0/S AXi
= 2
- 0x8001_0000 ‘srAG bridge XCVU13P/S AXI
O 3
wnm
o S 0x8002_0000 ygebug bridge PL/S_AXI

|

=

O

0x8003_0000 /axi chip2chip 0/s axi

0x8004_0000 si5345 INSEL/S AXI
0x8005_0000 |/gpio_led/S_AXI

0x8006_0000 /system_management_wiz/S_AXI_LITE
0x8007 0000 /GPIO PMAINIT/S AXI

0x8008_0000 yGpi0 FIRSEL/S AXI

0x8009_0000 Gpi0 CFGPROG/S AXI
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64K

64K

64K

128

64K
1288

64K

64K

FPGA register space

> >
32 bit width

address offset
0x0000

OxFFFF
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SLRO 32b w_data :
16b address Register
1b w valid Interface
1b r/w flag
SLRI1
Register
Interface
SLR2
Register
Interface
SLR3
AXI C2C AXI Register
—>
Slave AXI Translator | Interface




Preparation of test vector with relational database

* The test vector generator utilizes a relational database to provide the cable mapping
between TGC chamber channels and the SL input hit bitmap

* A hit bitmap of 7396, serving as pseudo input data from 31 PS boards per SL per
bunch crossing, is prepared

- Uniformly generate test vector from every types of datasets which include TGC hit channel
information, such as MC simulation, toy straight track, and actual collision data

ID associated with Detectpr _channel ASD

Sector Logic
(n, ¢) coordinates B 4 -

Optical fibers "4\
128 bit x 58 link g -

layer 1 channel | layer 2 channel | layer 3 channel layer 3 channel FPGA PASIC FPGA Link
Staggered ) ASD Channel
(0-311) serial number | serial number | serial number serial number R ASD name v J— Subsector SO Port number number Bank Channel
(1-105) (1-104) (1-105) (1-105) (E/F, phi) 1-20) | (1-8) (A/B)
0 105 104 105 105 : 1 . (1-29) (1-29)
- Tables are connected || | | | | 1 : 2z | s
2 104 104 104 1 2 122 11
- 1 2 A
: 104 X = T using common columns 2 1 121
" - ! - 0 2 2 122
Z 122 132 132 89 15 FW1-3 EW3-3 | Endcap, phi0 1 3 A
7 102 102 103 : = - e Exii — L] - : = PS board/link I
n, ¢1D — detector channel | | detector channel - ASD | [ 2] ASD — PS board | - Bank/Channel |
FW1:1 A
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Implementation of Trigger Logic

- 1/24 sector is divided into three trigger sectors with the boundaries of the detector

» The three trigger sectors are assigned to different FPGA Super Logic Regions (SLR) and are
processed In parallel

* In each trigger sector, trigger calculation is divided to multiple unit. For each unit, LUT are prepared.
(e.g., 360 units for segment reconstruction, 78 units for Wire Strip reconstruction)

= For optimal performance, it is important to comprehensively check that the
logic and LUTs are correctly implemented across all units

SLRO 20
1968b 1824b 2960b AQ
Wire Station Wire Segment
PS boards 3072b Channel 7 Coincidence g Reconst?uction Ead Wire Strip
(Endcap ¢0) Mapping Strip Station Strip Segment Coincidence
i Coirﬁ)cidence & Recgnstrguction =] A 2912b A 0
960b 1890b 340b (\’/ 2
SLR1 . :
Trigger candidate — Endcap phi0 Endcap phil
from the detectors =7 : Inner ™ Track >

inside the toroid magnet Coincidence| |Selector

SLR2
1772b 1768b 2960b

Wire Station Wire Segment
PS boards 2944%| | channel 7> Coincidence o Reconstrguction 4 Wire Strip |7 2912b

(Endcap ([)1) Mappmg 7‘ Strip Station ’4 Strip Segment #Commdence
Coincidence Reconstruction

960b 1890b 340b

SLR3 ™ g08n 804b 1280b l
Wire Stati e : 290 Forward
ire Station ire Segmen $
PS boards . Channel 7 Coincidence 7] Reconstguction Wire Strip /] 264b

(Forward ) Mapping 4 Strip Station 4 Strip Segment LA Coincidence im

Coincidence Reconstruction
192b 378b 68b

0% 1/24 Sector : coverage of one SL
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Technical detall: Trigger Readout

* The trigger readout circuit effectively retrieves thousands of bits of output
- Inter-chip communication link is established in SLR3
- Signal lines crossing between SLRs should be minimized to reduce pressure on the FPGA’s timing constraints

-> We install the readout circuits in parallel across each SLR, serialise the trigger output into 32-bit, and
then collect those in the Event Builder at SLR3

* The candidate selector compresses data by selecting only the units where coincidences passed
-> We can reduce the time required to read out a single event (~ 10,000 events per minute)

ex) Endcap SLRO
: : 360b 360b : 360b Candidate 32b
Strlp Seg ment PhiO > Trigger LogiC ) LO Buffer Derandomizer -
: (Depth 400) : (Depth 512) : Selector
Reconstruction
SLRT
Endcap SLR2
PhiT : . |36%| L0 Buffer |*°%°| Derandomizer [3¢%°| Candidate |[>2°
> ——> ——> ——
Trigger Logic (Depth 400) (Depth 512) Selector ]
SLR3
kel : .| 72| LoBuffer |’2®| Derandomizer |’2®| Candidate |s; : MPSoC
>| Trigger Logic == (Depth 400) R (Depth 512) I Selector | Event Builder |—>
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