The DAQ software for ATLAS Pixel Tracker system testing for HL-LHC
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Introduction

The ATLAS experiment is preparing for the High-Luminosity LHC era, by replacing the current innermost detector with an advanced all-silicon tracker
(pixels and strips) to withstand radiation damage and increased particle activity. Pixel module quality control spans various production stages which
necessitates a robust data acquisition software capable of handling high data rates and MHz calibrations. Yet Another Rapid Readout (YARR) software,
adaptable to diverse hardware platforms including ATLAS Phase-2 readout board i.e. FELIX, facilitates these testing scenarios.
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e - _H_H- Multi-module tests with YARR \

Running digital calibration with 6 ATLAS ITkPix v1.1 digital quad

Running digital calibration with up to 144 virtual Running digital calibration with 5 ATLAS ITkPix dul h _ ¢
FEs on a single YARR process at 5 KHz trigger v1.1 FEs on a single YARR process at 5 KHz trigger Modules on one YARR process each, at 5 KHz trigger irequency
and 100 charge injections.

frequency and 100 charge injections. frequency and 100 charge injections.

Running 6 DQ modules with one YARR process per module
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0 YARR has been successfully performing module
electrical QC tests with diverse commercial as well as
ATLAS phase-2 PCle FPGA-based readout boards.

O FE calibrations with YARR have been demonstrated to
work without failure with multiple virtual and real
electrical links.
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