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INntroduction

e \ast physics programme spanned by ATLAS, now
and in the HL-LHC era

 Heavy lon, B-physics, Standard Model
measurements, search for BSM physics...

« All final physics analyses rely on many pillars

 One key pillar : performance, i.e. reconstruction,
identification and calibration of physics objects

. . ATLAS ¢ Data
* Continuous efforts to improve over the years fo=lsTev. o’ AN (=10
. . . . Sing(;Ie-)Iepton and Dilepton  [T] Back;?to:lnc.j
e Some other pillars : building, maintenance and Post.it 7, Bigd. Unc,

operation of the detector

e Detector needs upgrade for future data
taking

—
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ttH (Mg, = 1.0) + Bkgd
— {fH (u, = 0.81) + Bkgd

 Presentation focuses on
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Data / Bkgd
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» Latest developments in Performance

" Upgraded detector for HL-LHC most precise individuql .measurement of ttH
Observed significance 4.6 o


https://arxiv.org/abs/2407.10904
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MUON-2024-01

i i imi — : ATLAS Simulation Preliminary — PLIT
10° = ATLAS Simulation Preliminary Prompt muons 7% =13 TeV and 13.6 TeV PlowTight_VarRad 1000
1f VS=13and 13.6 TeV —— Non-prompt muons ‘ Powheg+Pythia+EviGen t events PflowLoose_VarRad

* Tight_VarRad

Powheg+Pythia8+EvtGen tt events +Looss, Yarhad

ATLAS Preliminary ¢

s=13.6 TeV, 29 fb"
800/~ Combined Tracks [ Background

z

Data

Fraction of muons

Full Model

Events / 600 MeV

5.0 7.5 10.0 . . . 0.85 0.90 0.95 1.00
PLIT discriminant Prompt-muon efficiency

* Development of new Prompt Lepton Isolation Tagger (PLIT)

» Standard isolation algorithm to separate prompt from non-
prompt leptons uses the sum of track momenta in a cone
around the muon

Data
Simulation

* NEW algorithm using a transformer neural network architecture
that takes these tracks’ moments as input features !

Efficiency

* Highly surpasses the previous algorithms based on simple
cuts

ATLAS Preliminary
Vs =13.6 TeV, 28 fb’'

* Preliminary muon momentum calibration and efficiency scale “S°F Medium muons
factors available for Run3

Data/MC

* NSW commissioned and included in data taking, resulting in
significantly increased efficiency in 2023



https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/MUON-2024-01/index.php
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/MUON-2023-02/index.php
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Performance : electrons/photons

JINST 19 (2024) P0O2009
* Improved measurement of lateral
ATLAS

/s = 13 TeV. 140 o' energy leakage from reconstructed
1<l <1.37 electron and photon energy

* Precise measurement of energy
linearity with Z—>ee

e Improvement of overall
uncertainty by a factor 2-3,

Pre-fit calibration model :
Post-fit calibration model <0.5% uncertainty above 25 GeV

¢ Z — eedata .
o  J/y — eedata * Keep systematic on H—>yy

mass below the statistical

uncertainty

* Run3: preliminary energy calibration

myy = 124.93 + 0.21 (stat) = 0.34 (syst) GeV and efficiencies ready
Phys. Lett. B 784 (2018) 345, partial Run2

« Comparable efficiencies as in Run2

—> myy = 124.93 + 0.11 (stat) £ 0.09 (syst) GeV + New DNN/CNN based approaches for
Phys. Lett. B 847 (2023) 138315, full Run2 electron identification being

5 developed



http://dx.doi.org/10.1088/1748-0221/19/02/P02009
https://www.sciencedirect.com/science/article/pii/S0370269318305884
https://www.sciencedirect.com/science/article/pii/S0370269323006494?via=ihub
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ATLAS ’ o
Data Misidentified
= -1
VS = 13TeV, 1401077 oy {1 s77 (x0.93) WM Others

H->T1T .
. Z
VBF_1 mj; > 1000 GeV TO‘F’)TT Uncertainty

Post-Fit

ATLAS Simulation Diagonal efficiency: 81.7%
1-prong Preliminary Medium Thad identification

== 3-prong Vs =13 TeV
0.0 0.6 0.7 4.2 65.1

Events / Bin

0.4 0.2 0.1 92.2 25.6

0.5 6.3 . 0.1 2.2

9.4 : . 1.4 6.5

ATLAS Simulation Preliminary

Vs =13 TeV

pr= 20 GeV

Identification . i . 2.0 0.6

Misidentified Thaq rejection

i 1XI’] 30n 3Xﬂ
175 200

Truth Thaq efficiency Truth tau decay mode M. [GeV]

ATL-PHYS-PUB-2022-044 arXiv:2407.16320

* Improved and optimized algorithms for Run3 and reprocessed Run2 data

» Track association and classification efficiency for 1-prong (3-prong) improved from ~70% to > 90%
(from 65% to about 75%) for 1-prong (3-prong) taus, comparing to algorithm at the start of Run2 !

Reconstruction seeded by jets reconstructed using the anti-kr LCTopo R=0.4 jets

e use of Recurrent Neural Network for reconstruction, as well as jet and electron rejection

Energy calibration with Boosted Regression Tree

Decay mode classification based on DeepSet Neural Network - differentiates between 5 decay
topologies

6


https://arxiv.org/abs/2407.16320
http://cds.cern.ch/record/2827111/files/ATL-PHYS-PUB-2022-044.pdf
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Performance : |ets

 Recent developments:

ATLAS Simulation
Vs= 13 TeV, Pythia 8.230
Anti-k, R=0.4 EM+JES, p*°>7 GeV
Match OOT-truth jet
e No time cut
Seed cut

e Use of Calorimeter time
information to reject
contributions from pileup TE smean
. = :
to topo-clusters in Run 3 -

ATLAS Pile-up-based dijet JER,
(s =13 TeV 2017 data, 0.47 pb”'

o Single-jet triggered dijet JER,
02<|n,,|<07 2017 data, EPJC 81 (2021) 689

ATLAS in situ JER measurement,
2017 data, EPJC 81 (2021) 689

Jets per event

» Cell timing cut: |t| < e —==——geag
12.5 ns for any cell that % etp v

has [E| > 40 Eur. Phys. J. C 84 (2024) 455 arXiv:2407.10819

Relative jet energy resolution, o(py) / pr

e
]
?
o
Z
~
-
>
o

100 200 300 1000
Jet P, [GeV]

e Significant improvement on the Jet Energy
Scale (JES) uncertainty by studying the
baryon fraction in various generators and
using a deconvolution technique together with
single particle E/p measurements

ATLAS

[ Total uncertainty, di-jets
==== |n situ calibration

Flavour components

Pileup components

Previous In situ calibration

Previous Flavour components
—— Previous Total uncertainty, dijets

Fractional JES uncertainty

e Use of pileup jets to measure the Jet Energy

20 30 40 102 10°  2x10°

Resolution (JER) (in development) P [GeV
arxXiv:2407.15627



https://link.springer.com/article/10.1140/epjc/s10052-024-12657-1
https://arxiv.org/abs/2407.10819
https://arxiv.org/abs/2407.15627
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» |atest techniques of Machine-Learning (ML) entering all stages of e . R
0.14 VS =13 TeV, anti-k; R=1.0 UFO CS+SK Soft-Drop jets Nominal Calibration

400 < pf? <1500 GeV, 40 < m**? < 300 GeV —— Large-R Regression

the reconstruction/calibration chains, e.g. Transformers!
QCD

—— Z-bb

e Developing ML-topocluster calibration that improves
resolution at the input level

e Jet energy calibration
e Reconstruction of pTMiss

 Huge improvements in Jet Tagging (boosted Tops, Higgs, Ws,
/s, quark-gluon discrimination, b/c tagging)

« Comes together with more questions and exciting
challenges to solve: modeling dependence, calibration,

SHE] . .

ATL-PHYS-PUB-2024-015

)
o

ATLAS Simulation Preliminary —e— py Sh CI.
13 TeV, DeParT, 50% WP =— Hw Dip. Sh St.

anti-k7, R = 0.4 PFlow jets —¥— ShDire —— PhPy

ATLAS Simulation Preliminary <  Tight <+ Tenacious
tt, Vs =13TeV +» Tighter =~ - METNet
Loose # METNet (Sk)

clus

ATLAS Simulation Preliminary
Vs = 13 TeV Anti-k, R = 0.4 EMTopo jets

de
EP

) [GeV]

=— BNN training
*— DNN training
«— EM scale

—

p’ES 5 20 GeV, |y’ < 2, E*® > 300 MeV
T,jet jet clus

miss, True

X,y

—— LCW hadronic scale

-p

miss
X,y
Relative resolution o, (

2
%)
=
o

WP/Tight

ATL-PHYS-PUB-2021-025 ATL-PHYS-PUB-2023-032



https://cds.cern.ch/record/2905688
https://cds.cern.ch/record/2866591
https://cds.cern.ch/record/2878932
https://cds.cern.ch/record/2776653
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Performance: Flavour

Development of a GN2 discriminant using improved _

training procedure and optimised architecture to
identity jets coming from b-hadrons

o Jet flavour, vertexing & track origin task inferred
simultaneously using Transformer networks

e > 2x Improvement in small-R and boosted jet b-
tagging over previous taggers

First look at in Run3 performance looks healthy
FTAG-2022-003
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FTAG-2023-07

tagging

ATL-PHYS-PUB-2023-021

[ ATLAS Simulation Preliminary —— Dxnp 1
[ Vs =13 TeV, Anti-k; R=1.0 UFO jets —— 2VRDEM2
10°E pr > 250 GeV, 50 < m; < 200 GeV, |n] <2 pex 7
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b-tagged 77% WP jet multiplicity

Year of tagger deployment
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2023-021/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2023-07/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/FTAG-2022-003/
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» Updated track reconstruction in Run 3 (ID and muon track
reconstruction software) with faster decision making algorithms SIS /FE

ATLAS Primary Vertex Reconstruction
» \ertex reconstruction using A Common Tracking Software winacts /
Project (ACTS), Comput Softw Big Sci 6, 8 (2022), Link to e 11,
project), experiment-independent and framework- N s (LG Fill6291) /
independent toolkit for tracking Run 3 (LHC Fill 8112)

LHC Fill 7358450

« 2x as fast as before for mu=60 events and 2x combinatorial ——
fake rate reduction, without significant reduction in
reconstruction efficiency

With / Without ACTS

* Improved Large Radius Tracking (LRT) for Run 3

e Important for LLP searches

—
N

ATLAS

Muon Reconstruction
Run 2 Data, LHC Fill 6291

ATLAS Simulation Vs =13 TeV

Zh, h—»aa—bbbb % Large Radius Tracking
m, = 55 GeV, c¢t, = 100 mm 4+ Primary Tracking
¢ Combined

—

m— Legacy
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Eur. Phys. J. C 83 (2023) 1081


https://link.springer.com/article/10.1007/s41781-021-00078-8
https://github.com/acts-project/acts
https://github.com/acts-project/acts
https://link.springer.com/article/10.1007/s41781-023-00111-y
https://link.springer.com/article/10.1140/epjc/s10052-023-12024-6
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Performance: Simulation

Comput Softw Big Sci 8, 7 (2024)

1.

* [atest developments:

: i , ) . ATLAS Simulation ¢ Geantd
e Speed improvement in standard full simulation by a factor ~2 in L o5l ,0-20 < Inl < 0.25 ¥ VAE

Run3, as compared to Run2 ' +  GAN
} H b we v v

* Deep generative models for fast photon shower simulation in ATLAS

* Up to 2 orders of magnitude faster than Full simulation (for single
photons hitting the calorimeter), and small memory footprint

e Fast Simulation (AtlFast3, AF3)
* Plan extensive use in future physics analyses

* Full details of Run3 Software and Computing: arXiv:2404.06335

2.5
l0g10(Etruth/GeV)

Muon
Spectrometer

ATLAS Simulation
Ys=13 TeV, W'(13 TeV)>WZ—4q
Jet p >20 GeV, EMPFlow R=0.4 jets

— G4
--x-- AF2
--+-- AF3

Calorimeters

FastCaloGAN V2

Ekin < 8 GeV && |n| < 2.4,
Except [0.9<|n[<1.1, 1.35<|n[<1.5] JA

Unit Normalized

| FastCaloGAN V2

Ekin > 8 GeV && [n| < 1.4,
Ein>2 GeV 8& 1.4 < |n| < 3.15,
All Ekin && |n| > 3.15 Muon

Charged
Pions
Kaons

Punchthrough

+ Geant4

Baryons FastCaloGAN V2

30 40 50 60 70
Leading-Jet Number of Constituents

Muons

Comput Softw Big Sci 6, 7 (2022)



https://arxiv.org/abs/2404.06335
https://link.springer.com/content/pdf/10.1007/s41781-023-00106-9.pdf
https://link.springer.com/content/pdf/10.1007/s41781-021-00079-7.pdf
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~ Performance: oreparing for HL-LHC

ATLAS Simulation Preliminary Vs=14TeV, u =200
VBF H— invisible

30 < pi:‘ <50 GeV
24 < <38

o * Preparing for Run 4 conditions, with <mu>=200 !
Reconstruction
-—--ITk + HGTD (t)

............ Monte Carlo truth t,
e ITk + HGTD (£*°)

w
o
o

N
[6)]
o

Rejection of pile-up jets

* Improvements in tracking/timing (ITk, HGTD)

e
~ -
.....
,,,,,,,,,,
S~

e Track zO resolution ~40 um for a 2GeV muon in
P the central region

Ratio to ITk

i;
........................
................................
.........
.
-

............................................................................................................................

3 e Time resolution from HGTD ~30ps
Efficiency for hard-scatter jets

ATL-HGTD-PUB-2022-001 * Rejection of pileup at jet level thanks to timing
information

ATLAS Simulation Preliminary ...
Vs=14 TeV, HL-LHC
ITk Layout: 23-00-03
Single u, P, = 2 GeV

ATLAS Simulation Preliminary

ATLAS Simulation Preliminary
20 Vs =14TeV, tt, (u)=200

20 Vs = 14TeV, tt, (u)=200

Use of timing
information

I
[t = tus] < 30 ps

Tk / Run-2

0 =210 8

ATL-PHYS-PUB-2021-024 12 ATL-PHYS-PUB-2023-023



https://cds.cern.ch/record/2834329
http://cds.cern.ch/record/2870326
http://cds.cern.ch/record/2776651
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Upgrade
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2021 2022 2023 2024 2025 6 2027 2028 2029
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https://indico.cern.ch/event/1383586/timetable/#4-lhc-run-3-expectations-and-h
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Overview of Phase-Il upgrades

Calorimeters readout Muon system:

electronics  New Inner Barrel chambers

e 40 MHz for triggering with improved trigger

* Both LAr and Tile efficiency and resolution
calorimeters » Upgrade of readout/trigger

electronics

Trigger and Data

Acquisition (TDAQ)

» Single-level trigger, 1
MHz output (x10 current)

e Faster, with generalized
use of Front-End Link
eXchange (FELIX)

High Granularity Timing Detector

(HGTD)
Inner Tracker (ITk) * Precision time resolution (30ps)
* Silicon, 9 layers up to |n|=4 with Low-Gain Avalanche
* Will replace the entire current Detector (LGAD) pixels
tracking system * Improved pile-up jet rejection
* improved vertexing, tracking, b- in the forward region
tagging « Also allows to measure bunch-

* 2 technologies : strips and pixels 15 by-bunch luminosity
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rrrrr
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ATLAS Simulation Preliminary  _— [Tk Layout: 03-00-00
assive material until hit requirements ----Run 3
un 3: N 28
INhis 2 9 at n|<2.0
Nhis = 8 at 2.0<|<2.6 . :
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ATLAS Simulation Preliminary

Vs=14TeV, HL-LHC —e— Run 3, (u) <[0, 80] —— ITk, (u) =200

ITk Layout: 03-00-00 <24 Nyi29 at m|<2.0
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ITk Layout
ITk / Run 3

EEEEEEEEEE

e Full replacement of current tracking system, extending
coverage up to |n|=4

 All-silicon: 168 m2 of strips, 13 m2 of pixels

» Radiation-hard design up to 1016 neg/cmz2 on innermost
layers

 Reduced material budget, higher granularity, data rate
capabillity PATLAS

 Components made worldwide, final assembly being made at CERN
e Quter Cylinder is at the ATLAS site, polymoderator (neutron shielding) has been installed
e Two Strips supporting cylinders are currently being integrated

16


https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/ITK-2023-001/
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| Tk

* ITk Pixel:  |Tk Strips: Barrel and end caps

e Divided in three sub-detectors: , , . .
* N*-IN-p sensors, In production since 2021

* [nner system, to be replaced after 2000 fb-1
* ASICs for readout and control based on

130 nm CMOS technology, hosted on

* 2 Outer endcaps flexible PCBs (hybrids)

e Hybrid modules using radiation hard silicon
sensor technologies: thin planar and 3D

e Quter Barrel

* Assembled in modules comprising

sensors Silicon sensors + hybrids + power board
* Production in progress * To be loaded on local supports
e Readout chip ITkPixV2 developed by RD53 .

ion!
Collaboration On the verge of full production!

arxXiv:2401.17054 =

 Production started

'".ni.ﬂ

I I T DD
| o o o> ' le

mc;-'-lumwu 1.,.

5C* |nHﬂ!|||1L+—
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https://arxiv.org/abs/2401.17054
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High Granularity Timing Detector

 New detector between |Tk and endcap calorimeter will
provide timing information (2.4<|n|<4.0), critical to
reject pileup and improve vertex reconstruction

e Timing resolution: 70 ps per hit, 30-50 ps per track

Also provides precision bunch-by-bunch luminosity
measurements

e Each end-cap: two double-sided disks, in total 8032
modules (3.6M readout channels)

* Required to be radiation hard up to 2.5 x 10'® neg/cm?

 Low-Gain Avalanche Detector (LGAD) arrays with
1.3x1.3 mm2 pixels (50 um thick), bump-bonded to
ATLAS LGAD Timing Integrated ReadOut Chip
(ALTIROC) ASICs

» ALTIROC : Small jitter: 25 ps at 10 fC

* Peripheral electronics board  pu———
(PEB) : on-detector electronics ‘
responsible for control,
monitoring, data aggregation
and transmission, as well as
power distribution

Moderator/
Outer part

L

R&D coming to an end, moving towards mass production and construction of HGTD


https://cds.cern.ch/record/2719855
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‘Trigger and Data Acquisition

ATLAS-TDR-029-ADD-1

* The hardware trigger (LO) running at 40 MHz will be

iImproved it S [
. - : ‘ LOMuon
e decision rate will increase from 100 kHz to 1 MHz, 1
latency 10 us

* Full event-building at the LO rate

* Exploits improved detector granularity and

coverage
* Software trigger (Event Filter) will reduce the final
data collection rate to 10 kHz (~5x Run 3 output rate) < Lo igger cata (40 )
» Accelerators (GPU), Machine Learning (ML) and i
Neural Networks (NN) for online reconstruction | K Outputdta 10k

Event Filter

* |ncreased detector readout rate will force a renewal
of all the Front-End electronics

e All linked via FELIX (custom FPGA cards) readout
to DAQ — Replaces VME-based readout boards

e System currently in prototype and testing phase, with
system-level integration tests ramping up

19



https://cds.cern.ch/record/2802799
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~ Calorimeters: L1Calo (phase-1 upgrade)

Calorimeter detectors

LAr TileCal VALRN
Muon detectors (including NSW) ! L3 LHC collision rate & event siz

Detector
Level-1 Calo Level-1 Muon Read-Out

Pre-processor TileCal sei?:rcli‘)gc | segi:rleol gic FE‘
] ia TREX : : Lﬁ
nMCM | [TREX| Vi Level-1 accept rate

! ! ,_ 5 LFELIX] 100kHz | 300 GB/s
|EL}] ROD

CP (e,y,1) | JEP (jet, E) eljlg
- DataFlow

cMX | | [ CMX | FEX ‘ MUCTPI
Read-Out System

(ROS / Software ROD)

L1 EM efficiency

Data 2022, {s=13.6 TeV
Z— ee tag-and-probe, | < 0.8

Level-1 Accept

| CTP

e legacy E_>22 GeV CTPCORE

v legacy ET>22 GeV, isolated L | CTPOUT
eFEX E,>26 GeV _
= eFEX E;>26 GeV with identification Level-1 Trigger Central Trigger

Rol

50 60 70

. Data Storage

MAI
JINST 19 (2024) PO6029 -

Data

HLT output to storage

 New L1Calo hardware: higher granularity, digital calorimeter inputs —> greater
background rejection via cuts on shower shapes & use of ML techniques

e High-Level Trigger algorithms were re-written to run as a Multi-Threaded (MT)
environment with positive impact in memory footprint.

Being commissioned in steps during 2022 (eFex/[Fex) and 2023 (gFex) data taking
20


https://iopscience.iop.org/article/10.1088/1748-0221/19/06/P06029
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C a ‘ O rl m ete rS * LAr (electromagnetic calorimeter) : read-out electronics

being re-designed to cope with the harsher data-taking
conditions expected at the HL-LHC

ATLAS-TDR-028

On-detector Off-detector
Detector - » On-detector: New high-precision front-end
electronics

o Off-detector: ATCA boards for waveform feature
extraction (energy, time)

40 MHz [} Digital Trigger Sums

 Final designs for the off-detector boards and firmware
are underway

Tlll.e (g$|orlmetcejr, SRRIO rid#.ﬂﬂancydand  On schedule for installation into ATLAS cavern
relianility, need to cope with nigher raaiation beginning in 2027

e Replacement of on and off detector readout
electronics

 Make readout architecture compatible
with new fully digital Trigger and DAQ
architecture: 40 Tb/s over 6000 optical
fibres

 Replacement of LV and HV systems
 Upgrade of calibration systems
 Replacement of 10% of the PMTs

* New super-drawer mechanics that house
jal - conics 21 Nucl.Instrum.Meth.A 936 (2019) 274



https://cds.cern.ch/record/2285583
http://dx.doi.org/10.1016/j.nima.2018.11.081
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« Addition of layers of sMDT, TGC, RPC
e |n production, many chambers finished

« MDT will provide LO trigger information

» Readout/trigger electronics upgrade to fit
In the new TDAQ upgrade

e Chamber production status: about to start
for RPC, ongoing for TGC, complete for

\| 8 10 12 14

sMDT ATLAS-TDR-026

* Improved coverage, trigger uniformity,
momentum resolution, fake rates

LO efficiency wrt offline



https://cds.cern.ch/record/2285580
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summary

* Hard efforts to improve performance as pileup
conditions increase at LHC, and will become even
harsher at HL-LHC

 Machine-Learning is a key player for the future, In
almost all areas

e Ambitious upgrade programme to cope with HL-LHC
new conditions strongly relies on new hardware aspects

 New tracker, use of timing, renewed electronics...

* Schedule might need to adapt to LHC running plans
for the coming 2 years
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BACKUP
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| Tk Pixel: project status

Taken from F. Mufioz Sanchez

Prelimina Final Desi Eroguckion
Area i Prototyping £ Pre-production Readiness Production
Design Review Review Revi
eview
) 0
Un-g O
O1T-0 a
3 [
. | Complete JNgoing DCO 0
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https://indico.cern.ch/event/1291157/contributions/5876892/
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Performance : electrons/photons

ATLAS
1—Vs=13TeV, 139 fb"

o4—C—
OlgFe—%—

0.9 %

IO i HEP 05 (2024) 162!

A

o
©

|dentification efficiency

0.7 [0
g Electrons, |n|<2.47

e Data, oMC
@ Loose

¥ Medium Data: full, MC: open
ATLAS Preliminary 4 Tight

Vs =13.6 TeV, 3.4 fb7?! # Medium
-2.47 < n< 2.47 -Q— Loose

e Preliminary energy calibration and efficiencies ready for Run3
 Comparable efficiencies as in Run2

o |arger uncertainties, expected to be reduced in the future
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/EGAM-2022-04/index.php
https://link.springer.com/article/10.1007/JHEP05(2024)162

