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Metaheuristic algorithms
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The interest on metaheuristic (also know as evolutionary) 
algorithms (MHAs) has been growing steadily in the last decade

(Glover, 1986)   heuristic: algorithms with stochastic components            
______________meta: beyond 

MHAs are generally based on a metaphor of a natural or a man-made 
process: the search for food, the haunting of nearly any species of animals, 
musicians playing together, ...

Nowadays, MHAs are all population-based and differences between them 
concern how to handle the exploration and exploitation of the search space

This got out of hand though... https://doi.org/10.1111/itor.12001

https://doi.org/10.1111/itor.12001
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Example
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Minimization of the 2D-Ackley function with the Particle Swarm algorithm

f(x, y) = − 20 exp [−0.2 0.5 (x2 + y2)]+

−exp{0.5 [cos(2πx) + cos(2πy)]}

y y

x x

0
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Gradient-based methods 
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Include a large set of methods based on the calculation of the gradient of the cost (objective) function:

 Gradient descent

 Stochastic gradient descent

 Back propagation

 Levenberg Marquardt

 Conjugate gradient

 Adaptive Moment Estimation (ADAM)

 ...

They are extremely popular and very efficient for convex functions

Moreover, they can get stuck in local optima, or saddle points, failing to explore the global optimum

On the other hand, they are sensitive to the choice of the initial point, to step size, and to noise in the function
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2D-Ackley function vs gradient descent
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f(x, y) = − 20 exp [−0.2 0.5 (x2 + y2)] − exp{0.5 [cos(2πx) + cos(2πy)]} + e + 20

∂
∂x

f(x, t) =
4 0.5x ⋅ exp [−0.2 0.5 (x2 + y2)]

x2 + y2
+ π sin (2πx) ⋅ exp{0.5 [cos(2πx) + cos(2πy)]}

∂
∂y

f(x, t) =
4 0.5y ⋅ exp [−0.2 0.5 (x2 + y2)]

x2 + y2
+ π sin (2πy) ⋅ exp{0.5 [cos(2πx) + cos(2πy)]}

Derivatives
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Optimization of neural networks: a FNN example
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Components of an FNN optimization
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Architecture 
number of layers in the network

number of nodes in the hidden layers

arrangement of the connections between nodes

...

Activation function

Learning algorithm

Weights: w = ⟨w1, w2, . . . , wn⟩

In many cases (especially in our field) it is the 
only component which is optimisedLearning environment 

supervised learning, reinforcement learning, ...
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Optimization of weights
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In a supervised learning, we want to minimise the difference/distance between the 
desired output  and the model’s output  measured by a cost function:y ŷ = f(x, w)

Popular choices: mean squared error (regression);            
accuracy and misclassification rate (classification)

cf : Y × ̂Y ⟶ ℝ≥0

cf(yi, ŷi) =
1
N

N

∑
i=1

q

∑
j=1

(yij − ̂yij)
2

Learning algorithm: Backpropagation

Δwt
l = αtwt−1

l + ηt ⋅
∂cf

∂wt
yl−1

Delta rule: wt+1 = wt + Δwt

Learning algorithm: Metaheuristic

: known values (at ) with minimum   wt t cf(yi, ŷi)
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EvoMiP
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EvoMiP is a Python library, based on the package for R called EmiR (from the same authors)

It includes some of the most popular population-
based metaheuristic algorithms: 


Artificial Bee Colony algorithm (ABC) 

Bat algorithm (BAT) 

Cuckoo Search (CS) 

Genetic Algorithms (GA)

Gravitational Search Algorithm (GSA)

Grey Wolf Optimization (GWO)

Harmony Search (HS) 

Improved Harmony Search (IHS)

Moth-flame Optimization (MFO)

Particle Swarm optimization (PS) 

Simulated Annealing (SA) 

Whale Optimization Algorithm (WOA)

https://link.springer.com/article/10.1007/s10898-007-9149-x
https://link.springer.com/chapter/10.1007/978-3-642-12538-6_6
https://ieeexplore.ieee.org/document/5393690
https://mitpress.mit.edu/9780262581110/adaptation-in-natural-and-artificial-systems/
https://www.sciencedirect.com/science/article/pii/S0020025509001200
https://www.sciencedirect.com/science/article/pii/S0965997813001853
https://journals.sagepub.com/doi/10.1177/003754970107600201
https://www.sciencedirect.com/science/article/pii/S0096300306015098
https://www.sciencedirect.com/science/article/pii/S0950705115002580
https://ieeexplore.ieee.org/document/488968
https://www.science.org/doi/10.1126/science.220.4598.671
https://www.sciencedirect.com/science/article/pii/S0965997816300163
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minimize()

Yet another library?
EvoMiP, just like EmiR, offers an efficient 
implementation of provided algorithms

It can be used not only for unconstrained problems 
but also problems subjected to inequality constraints

It can also be used for integer and mixed-integer 
problems

nmax_iter 
nmax_iter_same_cost 

seed 
...

Config

parameters 
constraints 

Search Space

population 
<options>

Algorithm

size 
objective_function 

searchSpace 
config

Population

list[] 

name 
min_val 
max_val 
integer

Parameter

function 
inequality 

  
 

Constraint

list[] 

Installation
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pip3 install git+https://github.com/dr4kan/EvoMiP.git#egg=evomip 
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An "easy" example...
Assume you want to train an ANN to generate three integer numbers  such as:


 


 


 

a, b, c

a ≥ 0
b ≤ 0
c = 0

One possible approach could be to use a GAN 

Metaheuristic optimization for artificial neural networks and deep learning architectures

    def objective_function(self, opt_par): 
        self.update_model_with_parameters(opt_par) 
        sum = 0. 
        y_pred = self.model.predict(self.latent_points) 
        for i in range(0, len(y_pred)): 
            a = int(y_pred[i,0]) 
            b = int(y_pred[i,1]) 
            c = int(y_pred[i,2]) 
            if (a < 0): 
                sum += abs(a) 
            if (b > 0): 
                sum += b 
            sum += abs(c) 
        return sum

"Fake" dataGenerator Discriminator Loss

noise

Actually, we don't need the discriminator as long as 
we can use a proper loss function...

We need to generate a sample of "good"  vectors(a, b, c)

This approach is usually slow

...but it won't work with gradient-based approaches...
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