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* TSM at CERN

* TSM Management Station
e QOverview
*  Main features

* TSMMSv2

e  Motivations
* Design
e New ideas
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2. TSMat CERN (1/3) CERN| T

Services. - Department

*  We back up:
1. Network filesystems (60’000 AFS, 1’500 DFS
volumes)
Email (18’000 mailboxes)
Web sites (12’000 websites)
Databases (120 DB servers)
Servers (1’000 Linux and Windows servers)
Virtual Machines (120 hypervisors)

N A D

* We don’t back up:
1. Physics data (using CASTOR for this)
2. User PCs (already backing up home AFS/DFS
directories)
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2. TSMat CERN (2/3) CERN| T
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* We currently have around 3.8 PB of backup data and 0.6
PB of archived data

* ... and growing superlinearly (last year 1 PB)

* Average daily traffic is 50 'TB also growing steadily

* Around 1,200 nodes are backed up, for a total 1,500

million files
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2. TSMat CERN (3/3) CERN| T

Services. - Department

17 TSM Servers
in production
on RHEI4/5
e R m _
80 TB of disk
storage

‘
. m :
BEEe

* 2 IBM TS3500 libraties
* 48 IBM drives
* 500 IBM 3952 cartridges
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TSM monitoring tool developed in-house
e  (Gathers data from the TSM servers
* Generates graphs and reports with various statistics

e Sends e-mails to users and administrators to inform them
about potential issues

* Very useful to manage the increasing number of TSM
Servers
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TSMMS daily report example:

|I"-.-'Isg ITarget |De5criptic n

[TSM101W |COPYCART @TSMS54 |5tage pool COPYCART free space 1385GE is below minimum 444456

ITSMICIIW ICOPYC.&RT@TSME»DQ |Stage pool COPYCZART free space 2Y0GE is below minimum 444466

[TSM101W |COPYCART @TSMS2 |5tage pool COPYCART free space 1245GE is below minimum 4444GE

[TSM115E [TSMAL3 [Path IBMO405 is not online

TSM116W TSMEL3 Drive IBMO40S is not anline

TSM105W TSMES \Database utilisation 94% excesds 30%

TSM105W TSME2 \Database utilisation 94% exceeds 30%

TSM105W T5M354 \Database utilisation 92% exceeds 30%

TSM110W | DBSRVD227@TSME2 INode is nat registered to backup but tried 288 times

[ISM110W [LXFSRDO305@TSME3 [Mode is not registered to backup but tried 288 times

[TSM110W [LXLICOG@TSM51 INode is nat registered to backup but tried 288 times

[TSM110W TRTDAQL@TSMEL [Mods is not registered to backup but trisd 285 times

ITSM110W [LXLICO7@TSM51 INode is nat registered to backup but tried 288 times

[TSM110W DBSRVD101@TSMS1 [Mode is not registered to backup but tried 288 times

TSM110W DESRVD228@TSME2 INode is nat registered to backup but tried 285 times

ITSMICISW IAFSAHCHCAHT@TSMSIJ- |F‘cu:u| AFSARCHCART has insufficient em pty volumes (1) and anly 7 filling
|T5I"-'ICIl'.-"'."'|" |CERND.C'~T.|'1'~58 MONTHLY@TSMe1 |Gr-;:uwth of backup files on tape over a month (was 114038 files, now 4510713 files, 3855%) [ask]
ITSMCIlﬁW ICAE".MSR"."SI@TSMEE |Gr-;:|wth of backup data on tape over a month (was 21TE, now B.5TE, 213%) [ask]
TSMO16W |CAE"."I'-¢'15R"."2[]@TSME55 |Gr-;:uwth of backup data on tape over a month (was L2TE, now 3.9TE, 315%) [ask]

TSMMS also sends an email for each error in each TSM server
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* Allows management of groups of nodes (by department and
division) and generates graphs and stats for each group

* Sends alerts to nodes whenever an operation fails or
whenever they miss their periodic backup

* TFeatures options to suspend or stop the alerting system

* Gives information of each node about file spaces, backup
history performance and stats, associated schedules, etc.

* ... and many other stats and graphs
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TSMMS provides 90% of all the information that is needed

However:
* not use-case otriented
* not compatible with TSM v6.x
(heavily depending on the TSM 5 database schema)

The choice was then to start from scratch with a clean
design and architecture

Change in philosophy: the focus is now on how to
convey the relevant information for each use-case
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* TSMMS takes care of the monitoring and the alerting system

* TSMMSv2 will be only responsible for the monitoring while
the alerting tasks will be moved to Splunk

* Splunk is a commercially available tool (with a free trial):
* Log aggregator/mining
*  Search engine
* New features: alerting and reporting

* TSMMSv2 and Splunk will work together to provide the TSM

admin with proper information and alerts
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Splunk

splunk

Search Dashboards - Reports - Viste - Search & Report -

Account Reports | Azioni ~

Dashboard Settings

Shows | last Smorths v |
Account: | Al j Subaccount | Al j

Daily Traffic

“'alues in Terabytes

aggiornato; oggi alle 16.59.22, Latest Stats

1,519.55 million files backed up
35.65 million files archived
1,555.20 millien files in total
24.79 % growth over last 6 months

1257 nodes (1194 active)
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3.92 Petabytes hacked up

0.59 Petabytes archived

4.51 Petabytes in total

37.09 % growth over last 6 months
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58 TSMMSV2 modeled on a typical CERN|T

Storage

services - TSM admin day Department

Need to find a suitable
w server ...

Need to have a clear

\_/ view of DB and pools ...
Check quickly for any

\_/ anomaly in the system
Scope reduced: Splunk
\_/ does the rest!
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o Structure of TSMMSv2 CERN|T

Services. - Department

View Layer (HTML and Javascript Templates)

Controller Layer (Display Logic)

Model Layer
'YX X
TSM TSM TSM TSM TSM
Server 1 Server 2 Server 3 Server 4 Server N
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* TSMMSv2 will focus on helping TSM admins with
daily tasks

* Display only relevant information (not everything
else) for the most important 1ssues that may arise

* Not only monitoring — also GUI for selected

common administrative tasks
* Add new nodes to approriate server

* Automation of certain tasks, such as:
* Add new storage space where needed (ex. DB)

* Automatically deal with faulty tapes or drives
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Thank you, Questions ?
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