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SPACETIME ALGEBRA

Lorentz transformations - Each grade transforms 
separately

- Equivariant maps can never 
mix grade components

- Equivariance + Transformer = L-GATr

- Easy to build equivariant 
versions of ordinary networks



L-GATr

Inputs
Multivectors +

Scalars
Multivectors +

Scalars
Outputs

Credits to Johann Brehmer
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CONCLUSIONS

L-GATr sets a new benchmark on multiple tagging tasks

L-GATr has a better scaling behavior than competing baselines

L-GATr has a strong performance on multiple problems, namely 
regression and generation



CONCLUSIONS

Sneak peek at our other applications:

Amplitude regression Event generation

See talks by Jonas 

Spinner and 

Giovanni De 

Crescenzo!



Lorentz-Equivariant Geometric Algebra Transformer for High-
Energy Physics 

Jonas Spinner*, Victor Breso*, Pim de Haan, Tilman Plehn, 
Jesse Thaler, Johann Brehmer, NeurIPS 2024, arXiv:2405.14806

A Lorentz-Equivariant Transformer for all of the LHC 

Johann Brehmer, Víctor Bresó, Pim de Haan, Tilman Plehn, 
Huilin Qu, Jonas Spinner, Jesse Thaler, arXiv:2411.00446  

What will you use L-GATr for?

Jonas Spinner
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