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Introductions…. Who am I?

Aleph@CERN
BaBar@SLAC

CMS@CERN

Researchers in experimental particle physics tend to introduce 
themselves to each other with reference to the series of experiments 
with which they have collaborated. So here is my own version of that:

I am an experimental particle physicist (Princeton Physics since 2001, but based 
in Geneva, Switzerland) focused on computational and data science problems in 
my field, along with the software/computing systems to solve them.



Experimental Development of the Standard Model



Science Drivers - Beyond the Standard Model of Particle Physics

1) Use the Higgs boson as a new tool for discovery
2) Pursue the physics associated with neutrino mass
3) Identify the new physics of dark matter
4) Understand cosmic acceleration: dark energy and 
inflation
5) Explore the unknown: new particles, interactions, 
and physical principles

From “Building for Discovery - Strategic Plan for U.S. Particle Physics in the Global 
Context” - Report of the Particle Physics Project Prioritization Panel (P5):
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While the Standard Model of Particle Physics 
describes, often with incredible precision, the vast 
majority of experimental observations, it is known to be 
incomplete. It does not (for example) include gravity, 
and it does not explain neutrino masses, the 
matter-antimatter asymmetry or dark matter/energy.



Big Science and Accelerators - larger and larger facilities

E.O. Lawrence and the cyclotron
at U.C. Berkeley

The Princeton-Pennsylvania Accelerator,
Milton White 1964 Physics Today 17(8): 27

The birth of the “National Accelerator 
Laboratory” in the US (now Fermilab)

The Large Hadron Collider and 
CERN first as a European laboratory 

and then as a “world laboratory”



Instrumentation - Detectors (+ Electronics)

Bubble chamber
photography 

Modern
detectors with 

(digital)
electronic
readout 

By-hand 
“scanning” of 
the photos 



The Large Hadron Collider at CERN

27 km circumference tunnel,
with larger caverns at points
around the ring for detectors

100-150m underground

Built in the 1980s for a 
previous collider (LEP) and
expanded with new caverns
and access in the early 2000s

Highest energy collider (design
14 TeV, operating at 13TeV)
currently available



Large Hadron Collider Experiments Are Massive Data Generators
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ATLAS

CMS

Alice

Atlas







CMS Collaboration - 2013



(January, 2022 
version)

IRIS-HEP Institute
Design

Snowmass U.S. HEP Community Planning Process

S2I2-HEP

Institute Conceptualization and 
Community White Paper Process

Execution

COVID

IRIS-HEP Institute
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And where does computing come into this?

Cyberinfrastructure?



Computing 
hardware is a
consumable.

Research Software is the 
true cyberinfrastructure.



Software of the BaBar experiment at SLAC

But what does all of this software do?



“Trigger” - a real-time/pseudo-real-time filter
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The LHC collides proton bunches at 40MHz, 
i.e. a bunch crossing every 25ns

Common codebases are often used for data 
reduction (high level trigger) and detailed 
offline processing (reconstruction) of 
detector data and simulation 

Each consists of numerous algorithms, 
primarily developed by HEP research 
community researchers with varying 
technical skill sets.

Software implemented in FPGAs for Level-1 
Trigger and CPUs/GPUs for the High Level 
Trigger.





“Reconstruction”



The HL-LHC Challenge (2029)
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20 pile-up 
200 pile-up 

Higher probability of an interesting 
interaction, but with consequences:
detectors/electronics need to handle the 
higher rate, higher radiation dose and 
significantly more complex events

Multiple proton-proton interactions 
per beam bunch crossing 
(“pile-up”) as seen in a simulation 
of the ATLAS Inner Tracker



Monte Carlo Simulation
We use a Monte Carlo simulation of the underlying physics of the collisions, then 
the passage of the resulting long-lived particles through the detector apparatus. 
This includes the best approximations of all of the micro-physics associated to 
the electromagnetic and nuclear interactions of the particles with the material in 
the detectors across a broad range of energies.

Geant4 (https://geant4.web.cern.ch) is a toolkit for the simulation of the passage 
of particles through matter. Its areas of application include high energy, nuclear 
and accelerator physics, as well as studies in medical and space science.

https://geant4.web.cern.ch


Software as an infrastructure
and as an intellectual product



Data Analysis - “Data Science” in HEP

Python - not just a programming language useful for this kind of activity (see 
talk of Jim), but also a “lingua franca” with the larger data science and machine 
learning world….



PyHEP Ecosystem
(Scikit-HEP)
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Jake Vanderplas 2017 keynote-style Python ecosystem, but with layer labeling a la “Array programming with NumPy”, Nature , 585, 357-362 (2020)
volume

Scientific Python / PyData vision/ecosystemOur scientific Python development vision/ecosystem

Domain
Specific

Application
Specific

Foundational

Technique
Specific

PyHEP.dev 2023 workshop
40 participants

https://indico.cern.ch/event/1140031/
https://www.nature.com/articles/s41586-020-2649-2
https://www.nature.com/
https://www.coiled.io/blog/pydata-dask
https://indico.cern.ch/event/1234156/overview


Scikit-HEP
Umbrella for community collaborations for high 
energy physics (HEP) in the python ecosystem. 
Inspired in part by highly successful AstroPy 
ecosystem in the astronomy community

An open ecosystem of tools, not a single framework, 
with a role as a focal point for development of tools 
outside of any given single experiment. Python is not 
just a “programming language”, but an opportunity 
for connecting to the larger scientific and data 
science communities.

Some tools (e.g. Awkward Array) are in fact more 
generally useful than just in HEP and are developing 
wider scientific and industry collaborations (e.g. 
Anaconda, NVIDIA)



Analysis Grand Challenge - Aiming for the HL-LHC
The Analysis Grand Challenge (AGC) is about performing the last steps in an analysis 
pipeline at scale to test workflows envisioned for the HL-LHC. This includes

● columnar data extraction from large datasets,
● processing of that data (event filtering, construction of observables, evaluation of 

systematic uncertainties) into histograms,
● statistical model construction and statistical inference,
● relevant visualizations for these steps,

all done in a reproducible & preservable way that can scale to HL-LHC requirements. 
Begun as an integration exercise for IRIS-HEP, but has evolved as a community project 
and benchmark reference bringing together different groups and experiments.

Execution of AGC analysis benchmark

example output of analysis notebook

See also “Demonstrator Analysis 200 
Gb/s” (B.Bockelman) at WLCG/HSF 

https://agc.readthedocs.io/en/latest/
https://github.com/iris-hep/analysis-grand-challenge/blob/main/analyses/cms-open-data-ttbar/ttbar_analysis_pipeline.ipynb
https://indico.cern.ch/event/1369601/timetable/#20240516.detailed
https://indico.cern.ch/event/1369601/timetable/#20240516.detailed


Other significant application software components
Application frameworks - software systems to organise and run various algorithms over the data

Visualization - visualisation tools are key to reconstruction, simulation and analysis for both debugging 
and insight into how things are working

Geometry - the geometrical description of the locations, positioning and size of all elements of the 
experimental apparatus, needed for reconstruction and simulation

Material Descriptions - descriptions of the material, needed both for reconstruction and simulation

Calibrations - systems to calibration and align the detectors, with outputs that vary in time

Data Quality Monitoring - systems needed to check that data acquired is ok, to recognise 
problems/failures and to validate that software changes (in the trigger/reconstruction and simulation, for 
example) do not compromise the physics quality of the data

Software Development Tools - tools to support the development activities, debugging, etc.



Software as a “cyberinfrastructure” - 1990s/early-2000s software

Geant4 (RD44 in 1994, V1.0 in 1998) began 30 years ago and just passed the 25th anniversary of 
its first release, and ROOT (1994) is at or near its 30th anniversary. Both are ubiquitous in particle, 
nuclear and astroparticle physics. (Geant4 also medical and space physics.)

RooFit (D.Kirkby, W.Verkerke) is now nearly 25(?) years old and played a key role in the Higgs 
discoveries and LHC (and other) physics.

EvtGen (A.Ryd, D.Lange), originally developed at CLEO and developed in BaBar, lives on in many 
experiments.

xrootd (A.Hanushevsky, many others) is now around 20 years old. Initially planned to fix issues 
with the Objectivity AMS, it was repurposed into a next generation file server for BaBar with effort 
from INFN (A.Dorigo, F.Furano) and (later) CERN.
xrootd has grown into a collaboration of SLAC/CERN/UCSD and others, It is not only widely used 
by the LHC experiments, but it is a key element of the OSG’s “Open Science Data Federation 
(OSDF)” service broadly supporting science in the US (next slide) that needs high throughput 
computing.



High Energy Physics Software Ecosystem at LHC startup

FastJetEvtGen
RooStats

FroNTier
IgProf

Examples, definitely incomplete!



How do I get involved?





Former IRIS-HEP Fellow, now 
doing a research software 
engineering internship at CERN



Former GSoC and 
(pre-HSF-India) 

IRIS-HEP Fellow, now 
PhD student in 

Computer Science



HSF-India and HSF/GSoC student programs

https://hepsoftwarefoundation.org/activities/gsoc.htmlhttp://research-software-collaborations.org/trainees.html

https://hepsoftwarefoundation.org/activities/gsoc.html
http://research-software-collaborations.org/trainees.html


IRIS-HEP Fellows
Connects undergraduates in 
physics and computer science 
with HEP mentors active in 
developing HEP research 
software.

They work mostly in remote 
with their mentors on 
cutting-edge software-centric 
summer research projects
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https://iris-hep.org/fellows.html

https://iris-hep.org/fellows.html


What is the “Future of (Software and) Computing for HEP?



Software Lifecycle in High Energy Physics

The Life Cycle of HEP Offline Software, CHEP 2007

https://indico.cern.ch/event/3580/contributions/1768716/


(January, 2022 
version)

IRIS-HEP Institute
Design

Snowmass U.S. HEP Community Planning Process

S2I2-HEP

Institute Conceptualization and 
Community White Paper Process

Execution

COVID

IRIS-HEP Institute
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HL-LHC “Software Upgrade” - Developing a Global R&D Roadmap

Community charge from the Worldwide LHC Computing Grid to the (then nascent) 
HEP Software Foundation in July 2016:

● Anticipate a “software upgrade” in preparation for the HL-LHC
● Identify and prioritize the software research and developments investments

1. to achieve improvements in software efficiency, scalability and performance 
and to make use of the advances in CPU, storage and network 
technologies

2. to enable new approaches to computing and software that could radically  
extend the physics reach of the detectors

3. to ensure the long term sustainability of the software through the lifetime of 
the HL-LHC

NSF funded the S2I2-HEP Conceptualization Project (s2i2-hep.org/) in July 2016 38

http://s2i2-hep.org/


2016-2017 - Software Roadmap
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January 2017
UCSD

Many workshops, involving a diverse group
• International participants
• Computing Management from the 

Experiments and Labs
• Individuals interested in the problems
• Members of other compute intensive 

scientific endeavors
• Members of Industry
• http://s2i2-hep.org/
• https://hepsoftwarefoundation.org/

Individual Papers on the arXiv:
Careers & Training, Conditions Data, DOMA, Data Analysis & 
Interpretation, Data and Software Preservation, Detector Simulation, 
Event/Data Processing Frameworks, Facilities and Distributed 
Computing, Machine Learning, Physics Generators, Security, 
Software Development, Deployment, Validation, Software Trigger 
and Event Reconstruction, Visualization

IRIS-HEP
arXiv 1712.06982

June 2017
Annecy

arXiv 1712.06592

Community White Paper & the Strategic Plan

Computing and Software for Big 
Science volume 3, Article 7 (2019)

“The result: a Programme of Work for 
the field as a whole, a multifaceted 
approach to addressing growing 
computing needs on the basis of 
existing or emerging hardware.” 

Eckhard Elsen (CERN Director of 
Research and Computing), editorial 
published with CWP/Roadmap

http://s2i2-hep.org/
https://hepsoftwarefoundation.org/
https://hepsoftwarefoundation.org/organization/cwp.html
https://arxiv.org/abs/1712.06982
https://arxiv.org/abs/1712.06592
https://arxiv.org/abs/1712.06982
https://arxiv.org/abs/1712.06592
https://link.springer.com/journal/41781
https://link.springer.com/journal/41781


Growing a Global Collaboration
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UCSD/SDSC
January, 2017
HSF CWP

Annecy
June, 2017
HSF CWP

Naples
March, 2018
WLCG/HSF

JLab
March, 2019

HSF/OSG/WLCG



HEP Software Foundation (HSF)

The HSF (http://hepsoftwarefoundation.org) was created in early 2015 as a means 
for organizing our community to address the software challenges of future 
projects such as the HL-HLC. The HSF has the following objectives:

● Catalyze new common projects
● Promote commonality and collaboration in new developments to make the 

most of limited resources
● Provide a framework for attracting effort and support to S&C common 

projects (new resources!)
● Provide a structure to set priorities and goals for the work

The HSF is an unfunded, volunteer organization, with a “bottoms-up” structure.
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Conceptual motivations behind the HEP Software Foundation

Computer hardware is a 
consumable. Software is the 
actual "cyberinfrastructure".

Importantly, software is also an 
intellectual product of our 
research, not just a tool.

We can seed and build 
collaborations around software 
in a similar fashion to our 
experimental collaborations.



http://iris-hep.org

Conceived as a “software upgrade” project 
and guided initially by the “Community White 
Paper” roadmap developed in 2016-2017: it 
involves 21 universities, spanning ATLAS, CMS 
and LHCb.

IRIS-HEP is supported by the U.S. National 
Science Foundation through the Office of 
Advanced CyberInfrastructure in the 
Directorate for Computer and Information 
Science and Engineering and the Division of 
Physics in the Directorate for Mathematical and 
Physical Sciences.

10-year project: Originally funded in 2018 as 
OAC-1836650 and renewed in 2023 through 
2028 as PHY-2323298. 
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https://iris-hep.org/

https://iris-hep.org/


IRIS-HEP - A Virtual (Distributed) Institute
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HSF-India project



Building global
collaborations around

common software

 http://research-software-collaborations.org/ (OISE-2201990)

Although 
participation in 
experiment software 
is international, 
much of the core 
software 
development comes 
primarily from the 
US and Europe. HSF-India project: 5-year project: software training, researcher 

visits and seeding of software collaborations

http://research-software-collaborations.org/


Technologies, Software, Systems



1990s Technology Context
Dec 1991 - first web server (later first DB) 
deployed in the US, at SLAC

Sep 1992 - first public Linux version

Jan 1993 - Mosaic browser released

Aug 1995 - Windows 1995

Yahoo, AltaVista, …. Google still to come.

Windows NT was the “strategic platform” at 
CERN in the late 1990s. Browser wars!

Carrying around a laptop really only became 
a “thing” over the course of the 1990s. Cell 
phones were starting to arrive on the scene, 
for calling/messaging. Pagers were a thing…

International dialing at reduced rates to 
participate in meetings with phone cards

Modem Dial-up Internet (Geneva)
Local phone calls were 4CHF/hr 
($2.65/hr in 1998) during the day, 
2CHF/hr in the evening and 
1CHF/hr in the night —> CERN 
Automatic Call Back (ACB) system



Future of Computing?
Gartner Hype Cycle

Technologies suffer from the hype 
cycle, then often are subsumed into 
our everyday work, or just disappear.

In addition, we build “systems” that 
support “computing models”, so each 
technology needs a context...



Ask ChatGPT - Tell me about the future of computing in high energy physics.

You
Tell me about the future of computing in high energy physics

ChatGPT
The future of computing in high-energy physics holds exciting prospects driven by technological advancements and the 
evolving needs of scientific research. Here are some trends and areas of development that could shape the future of 
computing in this field:

1. High-Performance Computing (HPC): …
2. Distributed Computing and Grid Computing: …
3. Machine Learning and Artificial Intelligence: …
4. Quantum Computing: …
5. Data Management and Storage: …
6. Open Science and Collaboration Platforms: …

Overall, the future of computing in high-energy physics is likely to be characterized by a combination of technological 
innovation, collaborative research efforts, and a continued focus on addressing the computational challenges posed by 
large-scale experiments and datasets.

PE



CHEP is a long running conference (every 1.5 years) on computing and software 
in high energy and nuclear physics. The first CHEP was in 1985 in Amsterdam.



Track 1 - Data and Metadata Organization, Management 
and Access
Track 2 - Online Computing
Track 3 - Offline Computing
Track 4 - Distributed Computing
Track 5 - Sustainable and Collaborative Software 
Engineering
Track 6 - Physics Analysis Tools
Track 7 - Facilities and Virtualization
Track 8 - Collaboration, Reinterpretation, Outreach and 
Education
Track 9 - Artificial Intelligence and Machine Learning
Track 10 - Exascale Science
Track 11 - Heterogeneous Computing and Accelerators
Track 12 - Quantum Computing

CHEP 2023 Scientific Program

https://www.jlab.org/conference/CHEP2023

CHEP 2019 - Scientific Program
Track 1 - Online and Real-time Computing
Track 2 - Offline Computing
Track 3 - Middleware and Distributed Computing
Track 4 - Data Organisation, Management and 
Access
Track 5 - Software Development
Track 6 - Physics Analysis
Track 7 - Facilities, Clouds and Containers
Track 8 - Collaboration, Education, Training and 
Outreach
Track 9 - Exascale Science

http://chep2019.org/

https://www.jlab.org/conference/CHEP2023
http://chep2019.org/


Track 1 - Online Computing
Track 2 - Event Processing
Track 3 - Software components, tools and databases
Track 4 - Computer facilities, production grids and 
networking
Track 5 - Grid middleware and tools
Track 6 - Distributed data analysis and information 
management
Track 7 - Collaborative initiatives with other sciences
Track 8 - Collaborative tools

CHEP 2007 Scientific Program

https://indico.cern.ch/event/3580/

CHEP 2000 - Scientific Program
Track 1 - Data Analysis: Algorithms and methods
Track 2 - Data Acquisition and Control System
Track 3 - Object Persistency and Data Handling
Track 4 - Network: Applications and Services
Track 5 - Commodity Hardware and Software and 
Integration in Farm and Large Systems
Track 6 - Data Analysis: Technology and 
Presentation

https://chep2000.pd.infn.it/

https://indico.cern.ch/event/3580/
https://chep2000.pd.infn.it/


https://www.zeuthen.desy.de/CHEP97/chep97.htm

https://www.zeuthen.desy.de/CHEP97/chep97.htm




CHEP 1997 - “Future of
HEP Computing” Panel

https://www.zeuthen.desy.de/CHEP97/slide/p518/p518.htm

https://www.zeuthen.desy.de/CHEP97/slide/p518/p518.htm


Some conclusions from the exploring the CHEP history

General trend is towards higher level “system” concepts, while earlier technology tracks now 
“subsumed” into the system tracks. Some new “technology” tracks appear (e.g. AI/ML, 
Quantum Computing). ChatGPT suggested more technology than systems.

“Conway's Law” effect? - the way an organization communicates and is structured will be 
directly reflected in the systems and software it creates

One consistently present track is “data analysis” and/or “analysis tools”. ChatGPT missed 
this one.

ChatGPT: “Overall, the future of computing in high-energy physics is likely to be 
characterized by a combination of technological innovation, collaborative research 
efforts, and a continued focus on addressing the computational challenges posed by 
large-scale experiments and datasets.”



Track 1 - Data and Metadata Organization, Management 
and Access
Track 2 - Online Computing
Track 3 - Offline Computing
Track 4 - Distributed Computing
Track 5 - Sustainable and Collaborative Software 
Engineering
Track 6 - Physics Analysis Tools
Track 7 - Facilities and Virtualization
Track 8 - Collaboration, Reinterpretation, Outreach and 
Education
Track 9 - Artificial Intelligence and Machine Learning
Track 10 - Exascale Science
Track 11 - Heterogeneous Computing and Accelerators
Track 12 - Quantum Computing

CHEP 2023 Scientific Program

https://www.jlab.org/conference/CHEP2023

CHEP 2000 - Scientific Program
Track 1 - Data Analysis: Algorithms and methods
Track 2 - Data Acquisition and Control System
Track 3 - Object Persistency and Data Handling
Track 4 - Network: Applications and Services
Track 5 - Commodity Hardware and Software and 
Integration in Farm and Large Systems
Track 6 - Data Analysis: Technology and 
Presentation

https://chep2000.pd.infn.it/

https://www.jlab.org/conference/CHEP2023
https://chep2000.pd.infn.it/


Particle Physics 
Experiments as 
“collaborative 

research 
efforts”

Project Size
Over Time



The HEP Software Foundation facilitates cooperation and common 
efforts in High Energy Physics software and computing internationally.

WLCG/HSF 2024 (13-17 May) - https://indico.cern.ch/event/1369601/

The Worldwide LHC Computing Grid (WLCG) project is a 
global collaboration of around 170 computing centres in 
more than 40 countries, linking up national and international 
grid infrastructures. The mission of the WLCG project is to 
provide global computing resources ... [2000’s era]

[2010’s era]

Community Collaborative Structures Reflect Our Community Evolution/Needs

https://hepsoftwarefoundation.org/activities/cwp.html
https://hepsoftwarefoundation.org/activities/cwp.html
https://indico.cern.ch/event/1369601/


The HEP Software Foundation facilitates cooperation and common 
efforts in High Energy Physics software and computing internationally.

The Worldwide LHC Computing Grid (WLCG) project is a 
global collaboration of around 170 computing centres in 
more than 40 countries, linking up national and international 
grid infrastructures. The mission of the WLCG project is to 
provide global computing resources ... [2000’s era]

[2010’s era]

And the “Future of Computing”?

What collaborative research efforts will the rest of the 
2020’s and the 2030’s produce for the “future of 
computing” in the HEP community?

https://hepsoftwarefoundation.org/activities/cwp.html
https://hepsoftwarefoundation.org/activities/cwp.html

