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Overview of FTS at RAL

▪ Primarily used by snoplus, 
dteam, CMS, LSST and SKA
▪ Separate instance for SKA

▪ Average 1-1.5M files per week

▪ LSST submit large volumes of 
smaller jobs 
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Current FTS configuration

▪ 3 FTS instances comprising of 
16 VM hosts
▪ 8 hosts for WLCG instance

▪ 4 for SKA instance 

▪ 4 for fts-test

▪ Main database cluster 
managed by SCD database 
team 
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Planned changes to FTS configuration at 
RAL 

▪ Finish upgrade to FTS version 3.13!!
▪ Planned for later this month

▪ Complete migration to centrally managed database

▪ Test routine transfers using SKA-IAM 
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FTS monitoring
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FTS and SKA

▪ Rucio & FTS have been selected as one of the data 
movement tools for SKA alongside Rucio

▪ Currently run a prototyping/preproduction FTS instance at RAL 
for SKA
▪ Will transition to production

▪ Exclusively using tokens, not X.509 certificates
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FTS & SKA & tokens
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$ fts-rest-transfer-submit --access-token=$token -s https://fts3-

ska.scd.rl.ac.uk:8446/ https://storm.srcdev.skao.int/sa/test 

https://xrootd01.uksrc.rl.ac.uk:1094/denebdev/testbed/test 

Job successfully submitted. 

Job id: 2a83d78a-58a6-11ef-8c8f-001dd8b71d81 

$ fts-rest-transfer-status --access-token=$token -s https://fts3-

ska.scd.rl.ac.uk:8446/ 2a83d78a-58a6-11ef-8c8f-001dd8b71d81 

Request ID: 2a83d78a-58a6-11ef-8c8f-001dd8b71d81 

Status: FINISHED 



Data movement challenges for SKA
▪ Starting to prepare for future data challenges 

▪ In the process of defining test campaigns 

▪ Focusing on operational interaction of multiple components 

▪ Will increase in scale with future data challenges
▪ Higher data volume

▪ Tuning link configurations

▪  Additional components & interactions 
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Future plans for FTS at RAL

▪ Testing transfers with SKA
▪ Switch to using SKA-IAM tokens

▪ Allow access to web monitoring & transfer logs with SKA-IAM

▪ Will likely need to configure & test S3 endpoints

▪ Can start looking at setting up link config for storage endpoints

▪ Scale back lcgfts
▪ Not getting rid of it!!!! 

▪ Deploy separate databases for each instance
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Summary

▪ FTS at RAL is running well

▪ Starting running transfers for SKA
▪ Will begin tuning transfers & participating in data challenges in the 

future

▪ Beginning to provide operational support for SKA

▪ Looking to improve architecture of the service at RAL
▪ reduce number of hosts service WLCG

▪ Improve resilience of service at RAL
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FTS & SKA & tokens
$ fts-rest-transfer-submit --access-token=$token -s https://fts3-

ska.scd.rl.ac.uk:8446/ https://storm.srcdev.skao.int/sa/test 

https://xrootd01.uksrc.rl.ac.uk:1094/denebdev/testbed/test 

Job successfully submitted. 

Job id: 2a83d78a-58a6-11ef-8c8f-001dd8b71d81 

$ fts-rest-transfer-status --access-token=$token -s https://fts3-

ska.scd.rl.ac.uk:8446/ 2a83d78a-58a6-11ef-8c8f-001dd8b71d81 

Request ID: 2a83d78a-58a6-11ef-8c8f-001dd8b71d81 

Status: FINISHED 
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