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End Goal:

- Dataset scoped tokens
- About 10k datasets per day
- Spread across ~5 SEs

Single Prod RSE per site
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Tokens in Data Challenge 

First step towards tokens:

- Scope (context in which that token may act): storage.read/modify: /
- Audience (identifies the recipients that the JWT is intended for): wlcg/any 
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FTS stuck in TOKEN-PREP State



Successful DoS attack on IAM
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- Tokens not cached in rucio
- Requesting token for every transfer: 60  to 70 Hz



New Tests
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CMS has “_Test” Rucio SEs
- Same hosts as “main” SEs
- Subpath at /store/test/rucio

60% T1s and T2s were ready
- No Tape
- No T0

First test: 
- 1 Dataset

- Total files : 1294
- Total size : 2.279 TB

- Single source
- 38 Destinations



New Tests: New token for every job
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- Bypassing token cache in rucio

- FTS refreshing at about 12 HZ



New Tests: Token Cache enabled 
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- Test without Rucio cache: 100 Hz for 0.5 hr then 30 Hz for 1.5 hrs

                                                                                                   Test (In prod) with Rucio Cache: 3 Hz

- FTS understanding the token profile and caching based on that would help further reduce duplicate 
tokens and storage and renewal requirements

- Same goes for IAM



New Test Results
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About 10% of transfers use oauth token authorisation



Tests by IAM Team and Future Plans

- Currently on production there is a single pod on Openshift. 

- “ Our plan is to use 3 pods in HA mode when we migrate to k8s but currently, in our testing 
environment there are 2 clusters, we are going to deploy the 3rd dev cluster in this week and then I 
will do tests with 3 clusters “

Pods Rate (RPS) Average Response Time (ms)

1 Pod 350 RPS 250 ms

180 RPS 60 ms

2 Pods 600 RPS 150 ms

180 RPS 60 ms
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- Courtesy of Berk Balci



What about the DB?

11

- Expecting saturation at 300k in 4 days

- Can be halved by not issuing refresh tokens 
to Rucio

- offline_access in scope



Miscellaneous 
Surprisingly got the spelling right in the first try.

I swear! please believe me!

- /revoke when stale?

- Sliding window expiration for refresh token?
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Refresh token used

Expiration New Expiration

Time



Optimal OIDC configs? 
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Service Access Token Lifetime Refresh Token Lifetime

Rucio 3 hours 7 days

FTS 3 hours 7 days

-  Short access token lifetimes to reduce chances of stale tokens in current FTS 
refresh procedure

- Do not need 30 days refresh token for Disk transfers

- We envision 6 hr access token lifetimes



Non-Rucio CMS FTS Clients - CRAB (ASO)

- Stage out of user analysis

- Low volume and high cardinality

- Rucio to manage the stage out to user area as well

- Tokens will make possible that users still own the files, but rucio can write them

- Impersonation as opposed to delegation[1]

[1] https://datatracker.ietf.org/doc/html/rfc8693#name-delegation-vs-impersonation 14

https://datatracker.ietf.org/doc/html/rfc8693#name-delegation-vs-impersonation


CMS Jobs - Authorisation Code Flow - Vault as a dynamic client 

Hashicorp Vault stores long-lifetime credentials and its secret engines allow to acquire (and cache) 
short-lifetime credentials.

- It is a static-registered client of IAM with confidential credentials.

Users authorize vault, via authorization code flow or device code flow to get a 1 month refresh token. 

- In return the user gets a vault token with a lifetime matching the Kerberos ticket-granting ticket (in 
case of an HTCondor schedd a 1 month vault token) and an access token with a 6 hour lifetime.
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Min Requirements for CMS

- FTS “Just in Time” Token Refresh and subsequent stable release for Fermilab and RAL FTS

- IAM migration to K8s

- Rucio release with policy based scope configuration

- Tape Token Discussions :)
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Thanks!
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