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Why in hell are we doing this?
Short answer: “To have better control over our transfers”

Context:

- This is R&D work we do for the LHC experiments (CMS and ATLAS)
- Motivated by High Luminosity LHC (more data = more transfers)

- Focus on HTTP-TPC transfers, i.e. server to server full-file transfers
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Ballpark Numbers (CMS)
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The problem
Network-wise we treat all these Millions of 
transfers equally i.e. they all get the same 
share of the network

..but we know they are not all equally 
important
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Not a black box
Regardless of what like to think of; the Network it is NOT a black box and it’s 
neither an infinite resource
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LHCONE network
http://nejohnston.org/LHCONE/Interpreting%20the%20LHCONE%20Map
,%20LHCONE,%202020-09-14.pdf

Just a Black Box

http://nejohnston.org/LHCONE/Interpreting%20the%20LHCONE%20Map,%20LHCONE,%202020-09-14.pdf
http://nejohnston.org/LHCONE/Interpreting%20the%20LHCONE%20Map,%20LHCONE,%202020-09-14.pdf


What if we could negotiate with the Network?
… and get special network services for special transfers
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SENSE
Like a puppet master. 

It has agents both at the Site 
and the Network level

Uses these agents to 
configure routing and 
bandwidth allocation 
on-demand
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SENSE
For example: 

we can ask SENSE to build a 
“special” path for a given 
LARGE transfer from B => X

And keep the rest of the 
transfers over the “best effort” 
path.

Once the LARGE flow is done 
the path is destroyed
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Why multiple-IPs?
SENSE builds these special 
routes based on subnets

Having multiple “special 
paths” on a given site, 
requires multiple subnets

In the following we show 
examples using 2 subnets: 
red and pink but in Prod we 
foresee to have 16 different 
subnets per site 
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Single vs Multiple
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XRootD XRootDNOTE: for sake of simplicity 
let’s assume a Site is 
composed of a single server

In order to leverage from 
SENSE “magic” we need to 
go from a) to b)

a) Single IP per server, all transfers travels between the 
same pair of IPs

b) Multiple IPs per server, transfers can travel between 
different pairs of IPs



It’s not that simple :(
Naively, we thought that doing a 
TPC request to the pink IP will 
produce a GET from the pink IP… 
well it didn’t

Note: this has been fixed (kind of)
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http COPY 

Gets more complicated in a cluster
Here we need the transfer request 
(COPY), the redirection and the 
GET to stay in the same subnet

Note: this is still missing :(
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Solution #1
Use SiteRM to Insert routing rules on both sides of the “special path” 
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==== Routing Table ====
TO   FNAL-pink USE pink

FROM FNAL-pink USE pink

DEFAULT use red
========================

==== Routing Table ====
TO   UCSD-pink USE pink

FROM UCSD-pink USE pink

DEFAULT use red
========================



Solution #2
Use Network Namespaces to 
isolate multiple XRootD/CmsD 
instances, each of them 
attached to a different subnet

Each instance only sees 1 IP 
and its own (very simple) 
Routing Table
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Each color globe represents an XRootD/CmsD 
instance in a separated network namespace



Solution #3
Similar to #2 but using Kubernetes and Multus: a container network interface 
(CNI) plugin for Kubernetes that enables attaching multiple network interfaces to 
pods[*] 
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[*] Multus: https://github.com/k8snetworkplumbingwg/multus-cni
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Pros and Cons
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Solution # Pros Cons

1 Least overhead for admins Not a good idea to mess that much with the 
Routing Table

2 Significant overhead for initial set up No changes required after initial setup

3 Easy if you are used to k8s Hard if you are not used to k8s



Thanks!
Questions?
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Background slides
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This is how Rucio + DMM + SENSE looks like
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