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Monitoring Architecture

® Architecture minimizes server impact
m It is UDP based
m Extensive use of dictionary compression
m Non-synchronized information streams

# What the above means in practice...

m The heavy work is completely out-boarded

m UDP to TCP conversion
m Decompression
m Context synchronization & annotation
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Monitoring Flow Overview

Up to two different mpxstats
xrootd multiplexors allowed
~rootd xml format stream I mpxstats I— rendering
]
xrootd \ Summary monitoring streams
via xrd.report directive
xrootd Configured monitoring streams
via xrootd.monitor and
xrootd = stream (server ideﬁt) xrootd.mongstream directives
d stream (path ma UDP to TCP
xrootd g stream (plugin stats) (optional) <
: ; " Event
@ i stream (app ident) R shoveler DB
f stream (file stats) < 1 j
O stream (redirects |. collector rendering

T stream (token iderg)
t stream (//O trace) .

U stream (SciTa

\ |

Up to four + g different

collectors allowed (2 for

xrootd, 2 for frm, and 1
per g-stream)

p (purge) & x (xfer) /
info not listed
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Things to keep in mind

® Discussion considerations
m What information is already available
m What is missing?
m What impact desire X has on the server

m Goal must be to minimize the impact

m Performance, reliability, and maintenance

m This usually means making compromises
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